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Abstract

N-body codesare routinely exploited for simula-
tion studiesof physicalsystemse.g. in the fields of
ComputationalAstrophysicsand Molecular Dynam-
ics. Typically, they require only a modeateamountof
run-timememory but are very demandingn compu-
tationalpower A detailedanalysisof an N-bodycode
performancein termsof the relative weightof eath
task of the code and how sud weightis influenced
by softwae or hardware optimisationsjs essentiain
improving sud codes.Theapproad of developinga
dedicateddevice, GRAPE[9], ableto providea very
high performancedor the computatiorof the mostex-
pensivecomputationakaskof this code hasresulted
in a dramatic performancdeap. We explore on the
performanceof differentversionsof parallel N-body
codes,whee both softwae and hardware improve-
mentsare introduced.Theuseof GRAPEasa 'force
computationacceleator’ in a parallel computerar-
chitecture, can be seenas an exampleof Hybrid Ar-
chitectuie, where a numberof SpecialPurposeDe-
vice boards help a generl purpose(multi)computer
to reach a veryhigh performance

1 Introduction

N-body codesarea widely usedtool for the sim-
ulationof dynamicsof astrophysicasystemssuchas
glohbular clusters andgalacticclusterg10]. Thecore
of an N-body codeis the computationof the (grav-
itational) interactionsbetweenall pairs of particles
which composethe system. Many algorithmshave
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beendevelopedto compute(approximatepravity in-
teractiondbetweeragivenparticle: andtherestof the
system[2, 3, 4]. Our researchs concernedvith the
simplestand mostrigorousmethod[2], which com-
putesthe exact value of the gravity force that every
otherparticleexertson:. Unlikethewell-known hier-
archicalmethodd3, 4], this methodretainsfull accu-
ragy, butit impliesa computationaloadwhich grows
as N2, being N the total numberof particles. Con-
sequentlythe computationakostbecomesxcessie
evenwith a few thousandof particles,making par
allelisationattractve. Recently parallelisationof N-
body codeshasbecomean importantresearchissue
[13, 14, 15].

The hugecomputationarequirement®f N-body
codesmake the designand implementationof spe-
cial hardwareworthwhile. Thegoalof ourresearchis
the study of an emegentevolution in this field: Hy-
brid ComputerArchitectures.An hybrid architecture
is a parallelgeneralpurposecomputer connectedo
anumberof SpecialPurposeDevices(SPDs),which
accelerate given classof computations.An instan-
tiation of this modelis presentedn [11]. In thelight
of this, we have evaluatedthe performanceof such
a system:two GRAPE boardsattachedo our local
clusterof adistributedmultiprocessosysteni1]. The
GRAPESPDI9], is specialisedn the computatiorof
the inversesquarelaw, governingboth gravitational
andelectrostatiénteractions:

m;my;

Fi =G (I‘j - I‘i) (1)

|r; —rif?
(wherem; and m; are star massesin the gravity

force case,andchage values,in the Coulombforce
case). The performanceof a single GRAPE board
canreach30 GigaFlop/s. GravothermalOscillations
of Glohular Clusterscores,and otherremarkablere-
sultsobtainedby using GRAPE, arereportedin [9].

Thoughsomefundamentalifferences/ike electro-



static shielding,exist, this similarity in the force ex-
pressiorallowsusin principleto useGRAPEfor both
classe®f problems.

Our researchaims at understandindhow suchar-
chitecturednteractwith a givenapplication.For this
purpose,we have usedNBODY1 [2] asa reference
code.lt is awidely usedcodein thefield of Compu-
tationalAstrophysicslt is rathersimple,but includes
all the relevant functionalitiesof a generic N-body
code.By usingNBODY 1, we candeterminghescal-
ing propertief variousparallelversionsof the code,
with andwithout useof GRAPEboards.The dataob-
tainedare usedfor the realisationof a Performance
Simulationmodelthat will be usedto studya more
generaklassof hybrid architecturesindtheirinterac-
tion with varioustypesof N-bodycodes.

2 Architecture description

The GRAPE-4SPDis an extremelypowerful tool
for the computatiorof interactionawhich area func-
tion of r—2. Givenaforcelaw like (1), themainfunc-
tion of a GRAPEboardis to outputthe force thata
givensetof particles,the j-particles,exertsonthe so
calledi-particles. This is donein a fully hardwired
way, by meansof anarrayof pipelines(up to 96 per
board). Eachpipeline performs,at eachclock-cycle,
the computationof the interactionbetweena pair of
particles.

A GRAPE-4systemconsistingof 36 boardswas
thefirst computerto reachthe TeraFlop/gpeak-speed
[9]. GRAPE-4is suitablefor systemsf upto 10* —
10° particles,whenrunningan N-body codewhose
computationatomplexity scalesasN? (). More so-
phisticatedalgorithmsexist, which reducethe com-
putingcostto O(N -log N), atthepriceof adecreased
accuray, andanincreaseccodecompleity [3, 15].
Thelattercodeschangghework distributionbetween
the GRAPEandthe host,sincemary morecomputa-
tions not relatedto mereparticle-particleforce inter-
actionsmustbe doneby the host. This canmalke the
hostbecomethe systems bottleneck,and makesin-
terestinga study of architecturesvherethe hostis a
high performanceparallelmachine.

We connectedwo GRAPEboardsto two nodesof
our local DAS cluster The DAS is awide-areacom-
puterresource.lt consistsof four clustersplacedin
variouslocationsacrosshe Netherlandgone cluster
is in Delft, onein Leiden,andtwo in Amsterdam).
Theentiresystemncludes200computingnodes.A 6
Mbit/s ATM line connectgemoteclusters.Themain
technicalcharacteristicof our DAS-GRAPE archi-
tecturearesummarisedn thetablebelow:

1Besideghe O(N?) compleity dueto force computationan-
othertermdueto temporalintegrationhasto be accountedor. See
discussiorin next section.

local network host
Myrinet PentiumPro200MHz
150MB/s peak-perf. 64 MB RAM
40 ps lateny 2.5GB disk
GRAPE channel
2 boards30 GFlop/speak PCI9080
62 and94 pipesperboard 33MHz clock
20,000 -paricies | 133MBIs

3 Codedescription

We choseNBODY1 as the applicationcode for
our performanceanalysiswork becauset is a rather
simple code, but includesall the main taskswhich
GRAPEhasbeendesignedo service.This allows us
to evaluatethe performancef our system. A number
of modificationshave beenmadeonthecode,in order
to parallelisat, andto letit makefull useof GRAPES
functionalities. An overview on the codeis givenin
whatfollows. We madeuseof MPI to paralleliseit.

3.1 Thebasic: individual time-step

The original versionof NBODY1 usesindividual
time-steps.Eachpatrticleis assigneda differenttime
atwhichforcewill becomputed.Thetime-stepvalue
At dependson the particle’s dynamics[2]. Smaller
At valuesare assignedo particleshaving fasterdy-
namics(i.e. thoseparticleswhich have large values
in the higher ordertime derivatives of their acceler
ation). At eachiteration, the codeselectsthat parti-
cle having the smallestt + At value,andintegrates
only the orbit of that particle. This reduceghe com-
putationalcomplexity, with respectto a codewhere
a unique global time stepis used. The individual
time stepapproachreduceghe temporalcomplexity
to O(N''/3), whereagheglobaltime stepapproachs
O(N?/3) 7] (¥).

An effect of individual timesis that, for eachpar
ticle, valuesstoredin memoryreferto a differentmo-
mentin time, i.e. the momentof its last orbit inte-
gration. This meanghatanextrapolationof the other
particles’positionsto time t; is neededpeforeforce
onq is computed.

3.1.1 parallelisation

Sincecontributionsto thegravity forceonagivenpar
ticle ¢ are computedfrom all the other particlesus-
ing eq. (1), regardlessof their distancesrom 4, an

2Thesefiguresfor the temporalcompleity arevalid for a uni-
formly distributed configuration.More realisticdistributionsshav
amorecomplicateddependencen N, althoughquantitatvely only
slightly different.



uniform distribution of particlesto eachprocessing
element(PE) sufficesto assurdoad balancing. The
force computationis doneby broadcastinghe coor
dinatesof the currentlyselectedgarticlei. Theneach
PE computesthe partial componento the force on
1, by accumulatingcontributionsfrom its own parti-
cles.Finally suchcomponentsresentbackto the PE
which hostsi, wheretheforce resultantis computed,
the particle’s orbit is integrated,and the new values
arestored.

To identify the particle ¢ on which force will be
computedaglobalreductionoperatioris done,in or-
derto find which particlehastheleastt; + At; value,
and which PE owns it. This informationis broad-
castedto all PEs,sincethey mustknow the extrap-
olationtime, andthei-particleowner.

3.2 Toward a GRAPE code: block time-
step

Sinceits introduction, NBODY1 hasevolved to
newer versions, which include several refinements
and improvements(cf. [13]). In the version of
NBODY1 usedin our studywe implementecthe so
calledhierarchical block time stepschemd8]. In this
case,after computingthe new At;, the value actu-
ally assigneds the value of the largestpower of 2
smallerthanAt;. This allows morethanoneparticle
to have the sameAt, which makesit possibleto have
mary ¢-particlesper time step, insteadof only one.
Using this approachforce contributionson a (large)
number of i-particles can be computedin parallel
using the sameextrapolatedpositionsfor the force-
exerting particles,hereaftercalled j-particles. More-
over, whenaGRAPEdeviceis available,it is possible
to make full useof themultiple pipelinesprovidedby
suchhardware, since eachpipeline can computethe
forceon adifferentparticleconcurrently

3.21 paralldisation

Having mary i-particles,insteadof only one, makes
attractve to usea somavhat different parallel code
structure. If the i-particlesresideon different pro-
cessorsdistributing the particlesasin the individual

time-stepcasecould causetoo corvolutedcommuni-
cation patterns,with consequentiaincreaseof code
compleity. Thereforewe choseto let every PEhave
a local copy of all particle data. The force compu-
tation is donein parallel by making eachPE com-
pute force contributions only from its own setof j-

particles,assignedo it duringinitialisation. A global
reductionoperationaddsup partial forces, and dis-
tributestheresultto all PEs. TheneachPE integrates
the orbits of all i-particles,and storesresultsin its

own memory For what concernsthe searchfor i-

particles eachPEsearcheamongonly its j-particles,

send all particles data
j-particles

e

F—

find new i-particles an
extrapolate i-particles’
positions at current tir

send i-particles data ta
GRAPE

[

Wait for GRAPE to do
force computations

i-particles are those particles
on which force is computed.
GRAPE needs position, velo-
city and mass of those parti-
cles to compute forces and
force derivatives.

j-particles are those particles
which exert force. GRAPE

acceleration, acc. derivative,
mass and individual time of
those particles to extrapolate
| their positions and velocities
at current time, and compute
forces

I / needs position, velocity, ac-

Retrieve results

integrate i-particles
orbits and store resultg

send updated particles'/ if no
data as j-particles output or exi

Figure 1: Basicsketchof NBODY1 tasks. Diagonalar
rows symbolisecommunicatiorwith GRAPE.

to determinea setof i-particlescandidates.Thena
globalreductionoperationis performedon the union
of suchsets,in orderto determinghereali-particles,
i.e. thosehaving the smallestime. Theresultingset
is scatteredo all PEsfor theforcecomputation Since
every PE ownsa local copy of all particledata,only
a setof labelsidentifying the i-particlesis scattered,
reducingthe communicatiortime.

3.3 The GRAPE code

The API for the GRAPE hardware consistsof a
numberof function calls, the mostrelevant for per
formanceanalysisbeingthosewhichinvolve commu-
nicationsof particlesdatato and from the GRAPE.
Such communicationoperationsare: sending j-
particle datato GRAPE, sendingi-particle datato
GRAPE,receving resultsfrom GRAPE.A sketchof
the programflow for an N-body code which uses
GRAPEis givenin fig. 1.

3.3.1 parallelisation

The presencef the GRAPEboardsintroducesa cer
tain degreeof compleity in view of codeparallelisa-
tion. The GRAPE-host®bviously play a specialrole
within the PEsset. This asymmetrysomeha breaks
theSPMDparadigmwhich parallelMPI programsare
expectedto comply with. Besidesthe asymmetryin
the code structure,also the datadistribution among
PEsis no more symmetric. The force computation
by exploiting GRAPEboardsis done,similarly to the
non-GRAPEcode,by assigningan equalnumberof
j-particlesto eachGRAPE, which will computethe
partial force on the i-particle set, exertedby its own



j-particles.After that,a globalsumon the partial re-
sults, doneby the parallel host machinewill finally
give the total force. The GRAPE doesnot automati-
cally updatethe j-particles’valueswhenthey change
accordingto the systemevolution. The GRAPE-host
musttake careof this task. EachGRAPE-hostholds
an‘image’ of the j-particlessetof the GRAPEboard
linked to it, in orderto keeptrack of suchupdate.
Sinceall force computationsandj-particlespositions
extrapolationsaredoneon the GRAPE,theonly rele-
vantwork to doin parallelby the PEsset,is thesearch
for ¢-particlescandidateswhich is accomplisheex-
actly asin the codedescribedin the previous sub-
section.

4 Results

Measurement$or the evaluationof performance
of the codesdescribedn the previous sectionwere
carriedout. They wereintendedto explore the scal-
ability of parallel N-body codes. Samplerunswere
madescalingboth NV, andPEs;theformerfrom 1024
to 16384, thelatterfrom 1 to 24. NBODY1 doesnot
needa large amountof run-time memory just about
200 bytesper particle,but is heavily compute-bound
[5]. Ourtimingswerecarriedoutin orderto show the
relative computationakelevanceof the variouscode
tasks,andhow suchrelevancechangessa function
of N andPEs.

Our runs were startedhaving a Plummer model
distribution asinitial condition (density of particles
decreasingutward as a power of the distancefrom
the clustercentre). The gravity force is modified by
introducing a softeningparameter which is a con-
stantterm,having thedimensiorof alength,whichis
insertedin the denominatoin eq. (1). It reduceshe
strengthof the force in caseof closeencounterand
thuspreventsthe formationof tightly-boundbinaries.
In thisway very shorttime-stepsandcorrespondingly
long integration times are avoided. The use of a
softeningparametelis commonpracticein N-body
codes. In our runs, this parametemwas set equalto
0.004.As areferencethemeaninter-particledistance
in thecentralcoreof thecluster when N = 16384, is
approximatelyequalto 0.037.

4.1 Individual Time-step Code

The essentialtasks of this version of the code
(hereaftercalledIND) arebasicallythe sameasin the
code-flav depictedn figure 1. Thatcaserefersto the
codewhich makesuseof GRAPE;in the presentase
nocommunicationsvith the GRAPEdevicearedone.

As describedn the previous section,the parallel
versionof this codeimplementscommunicationsn
the taskregardingthe i-particle searchand when-
particle’s positionis broadcastandpartialforcesare
gatheredby the PE that owns the i-particle. Figure
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Figure 2: a: Global timings for the parallel individual
time-stepcode runningfor 1000iterations.b: Performance
of thecode.

2 shaws the timings and the relatedperformanceof
the parallelversionof the IND code. Performanceés

definedas:
t1

n-ty

n =

wheren is the numberof PEsused,andt,, the exe-
cutiontime whenusingn PEs.Timingsreferto 1000
iterationsof thecode.Theirdependencks linearwith
respecto N, sincethe numberof operationgo com-
putetheforce on a givenparticlescaledinearly with
N, andin eachrun the samenumberof force com-
putationsis performed,i.e. 1000, independentlyof
the total numberof particles. An interestingsuper
linearspeedups visiblein fig. 2b, arguablydueto an
optimisedcacheutilisation. This figure alsoclearly
shavshow this codesuffersof acommunicatiorover-
headwhenthe computationalwork-loadis light, i.e.
for low valuesof the N/PEsratio, but performsquite
satistctorily when this ratio is high, thanksto the
compute-intenseharacteristicef the N-body code,
andthe high performanceeommunicatiometwork of
our architecture.

4.2 Block Time-step Code

The basic tasks of this version of the code
(BLOCK hereafter)are the sameasthosedescribed
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Figure 3: a: Global timings for the parallel block time-
stepcode.Hereforceon mary particlesis computedateach
time-steph: Performancef thecode.

for the IND code. The only differenceis that now

the numberof i-particlesperiterationcanbe greater
thanl. As stated,this optimisesthe force computa-
tion procedurealsoin view of the useof GRAPE,
but, on the otherhand,increaseshe communication
traffic, sinceinformationaboutmary more particles
mustbe exchangecdkachtime step.

The effect of this is clearly shovn in the figures
presentedhere. Fig. 3 shows total timings and per
formanceof this code; in this casethe execution
time grows as a function of N2 becausethe num-
ber of i-particles,i.e. the numberof force compu-
tations,grows approximatelylinearly with N. Since
the computationakostfor the force on eachpatrticle
also grows linearly with IV, the resulting total cost
is O(N?). A tablelisting the meannumberof force
computationgeriteration,to shov suchlinear scal-
ing with N, is givenin fig. 4c. Fig. 3b shavs how the
performanceagainof this codeis lessspectaculathan
thegainof theIND code,sincecommunicatiorover-
headplays a larger role in the total executiontime.
Thislargeoverheadtanbeseerin figuresda,b, which
alsoshowv how the executiontime sharesvolve asa
function of PEsnumber Thesefiguresshav thatfor
the BLOCK code,almostall the computationabpart
of theexecutiontimeis spentn theforcecomputation

0.8 | "\,
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0.6 |
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0.4 ¢ - ~.,_other tasks |
0.2 force computation X
0 L L L L
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other tasks — =
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0.2
o n n n n
5 10 15 20
PEs
‘ N ‘ < N; >
1024 35.05
2048 43.91
4096 | 111.16
8192 | 207.52
16384 | 351.14

Figure4: Evolution of executiontime sharesa: runswith
1024particles;b: runswith 16384particles;c: Meannum-
ber of i-particles(i.e. of force computationsperiteration
in therunsof the BLOCK code.

task;the j-particlesextrapolation,that takesroughly
25 ~ 30% of thetotaltime in the IND code(datanot
shaown), hereis reducedo afractionof onepercent.

4.3 GRAPE Code

The code version which makes use of GRAPE
boardswill be calledGRP hereafter A code-flav of
the serialversionof GRPis sketchedin fig. 1. The
communicatioroverheadof the parallelversionnow
includesalso network communications. The paral-
lel coderunshave beendoneby usingonly the DAS
nodesconnectedto the GRAPE boardsat our dis-
posal,thusthe maximumnumberof PEsin this case
is 2.

It is clear from fig. 5 that the parallel perfor
manceis very poor. The large communicatiorover
head,which dominategshe GRP codeascanbe seen
in fig. 6, canexplain this. Here, GRAPEOrefersto
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the GRAPE with 62 pipelines,and GRAPEL1to the
GRAPEwith 94 pipelines. Figure 5 shows thatruns
on GRAPElareabit fasterthanksto thelargernum-
ber of pipelinesavailable. The other figure shavs
that, apartfrom the large communicationoverhead,
the time sharespentin GRAPE computations(i.e.
force computations)s quite low, resultingin a low
efficiengy of this code,in termsof GRAPEexploita-
tion. Onereasonfor thatis of coursethe very high
speedof the GRAPE. This device is by far fasterin
accomplishingts taskthanits hostandthe communi-
cationlink betweenthem. The figuresclearly shov
that for our hardware configurationthe capabilities
of the GRAPE will only be fully utilised for prob-
lems of over 40000 particles(for single GRAPES)
and approximatelydouble than that for the parallel
system. This numberis, however, limited by the on-
boardmemoryfor j-particlesof GRAPE.

Measurement$12] shav that most of the time
spentin communicationis dueto software overhead
in copy operationsand format corversions; analo-
gousmeasurementfs], performedon a fasterhost,
shaved a higher communicationspeed linearly de-
pendenton the host processorclock speed. Never-
thelessgventhoughGRAPEboardsarenot exploited
optimally, the executiontimesfor the GRP codeare
by far shorterthanthosefor the BLOCK code. The
heaviestrunon 2 GRAPEsis aboutoneorderof mag-
nitude fasterthanthe analogousun of the BLOCK
codeon 24 PEs.A globalcomparisorof thethrough-
put of all codesstudiedin this work is givenin the
next subsection.

4.4 Codes Comparison

In order to evaluatethe relative performanceof
thethreeversionsof the N-body codestudiedin this
work, a seriesof runshasbeenmade,whereboth a
8192 particlessystem,and a 32768 particlessystem
weresimulatedfor 7200secondsThis will illustrate
our expectedbetter scaling of the GRP code, with
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other tasks
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- brbit integr.
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0.2 —/"i/-/bart.
g GRAPE computations

2000 4000 6000 8000 10000 12000 14000 16000
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orbitintegr. [

02}

GRAPE computations

2000 4000 6000 8000 10000 12000 14000 16000
N

Figure 6: Evolution of executiontime shares.a: runson
GRAPEQ;b: runsonbothGRAPESs.Datafor GRAPE1(not
shavn) arequalitatively very similarto GRAPEQOdata.

respectto an increasingcomputationaload. Initial
conditionsand valuesof numericalparametersvere
identicalto the onespreviously specified. Thefastest
hardwareconfiguratiorwasusedin eachcasej.e. 24
PEsfor the IND andBLOCK coderuns,and2 PEs
(and2 GRAPEs)for the GRPrun. Figs. 7a,b shov
the evolution of the simulatedtime, asa function of
the executiontime. In sucha way, the performance
of eachcodeis madeclearin termsof how long one
shouldwait beforea simulationreaches certainsim-
ulatedtime. The figures shov that the GRP code
outperformsthe othertwo codesby a factor8, when
the computationaloadis lighter, andby a factor 20,
with a heavier computationaload. In both caseghe
BLOCK codeis 1.5timesfasterthanthe IND code,
thanksto the optimisationof the j-particlesextrapo-
lation step. Fig. 7b shavs aninitial overlappingof
thesetwo codesperformanceurves,dueto a start-up
phasewhich is not visible in fig. 7a, becauseat the
first timing event (after 60 s) this systemis already
stabilised.

Thesefiguresclearly shav the large performance
gain obtainedwith GRAPE.Usingonly two PEs,an
order of magnitudebetterperformancewas attained
comparedto the BLOCK codeon 24 PEs. Due to
thereductionin thetime neededor theforce calcula-
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tion, the communicatioroverheador the GRP code
accountgor approximatel\b0%of thetotal execution
time (cf. fig. 6). Hencean evenlarger relative gain

may be expectedfor larger problems,asthe relative

weight of the communicationoverheadwill become
less. Thedifferencein performanceébetweerthe two

caseshown in fig. 7 clearlyillustratesthis effect.

5 Discussion

The main conclusionsfrom our work are, apart
from the very good parallel performanceof the
BLOCK andespeciallythe IND code,thatthe GRP
codeshaws a dramaticperformancegain, even at a
low efficiengy in termsof GRAPE boardsexploita-
tion. Suchlow efficiengy is mainly dueto avery high
communicationoverhead,even for the largestprob-
lem studied. This overheadcanbe stronglyreduced
with the useof a fasterhost,andby the development
of an interface requiring fewer format corversions.
The GRAPEhostsin the systemthatwe studiedhave
a 200 MHz clock speed. Nowadaysstandardclock
speedsare 3 to 4 timesfaster;the useof a state-of-
the-artprocessorvould reducethe hostandcommu-
nicationtimessignificantly An extremely powerful
machineas GRAPE, in ary case,can be efficiently
exploited only whenthe problemsizeremarkablyin-

creaseshenceattainingthe highestSPDutilisation.

The measurementslescribedin this paperhave
beenusedo validateandcalibrateaperformanceim-
ulationmodelfor N-bodycodesonhybridcomputers.
The modelwill be usedto study the effects of vari-
oussoftwareandhardwareapproacheto the N-body
problem.
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