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Abstract— In the life cycle of a hardware design,it is of-
ten neededto start first with a grossevaluation, typically
performed using abstract simulation models,then refinethe
designin a step-wiseapproach towards more detailed and
accurate evaluation. This progressve refinementprocessof
the designmay bring the systemevaluation in a statewhere
parts of the designare expressedn a high level of abstrac-
tion, while others are more detailed. This resultsin hybrid,
or mixed-level, architecture simulation models.

To support hybrid models, designersoften apply inter-
mediate componentsthat translate transactionsto a unique
abstraction level. The processof translating from one ab-
straction level to another can have someside effectson the
accuracy of the model being studied. The study presented
in this paper, which hasbeenconductedwithin the scopeof
the Artemis project, shows how dramatic the impact of the
hybrid modeling can be on the accuracyof the system.

The aim of this study is to point-out the impact of hybrid
modeling when applied to very simple and common archi-
tecture models. The results show a number of interesting
phenomenanot expectedbeforehand. A detailed discussion
of the simulation is presentedaswell asthe first stepsto solve
the statedproblems.

Keywords—hybrid simulations, designspaceexploration,
computer architecture simulation

. INTRODUCTION

The rapid prototyping of an applicationis becoming
more and more importantfor a successfubesign. Tools
and methodsthat allow performanceevaluationsat an
earlystagearethekey elemenin thedesignprocessin the
top-davn designapproachheinitial versionsof thedesign
arevery abstractthey mainly describehe functionality of
the system. At this stage,the descriptiondoesnot con-
tain ary detailson therealimplementation Abstractionis
a conceptusedto hide a numberof detailswhich allows
the systemdesignerto focus only on specificissues. In
the RASSPtaxonomy[1] abstractiorlevel is definedas:
“an indicationof the degreeof detail specifiedabouthow
the functionis to be implemented”. Most of the simula-
tion ervironmentsallow thearchitectto createandexplore
a designat differentlevels of abstractiori2], [3]. In the
literaturethe high abstractiorievels aremostly composed
of behaioral modelswhich give only a descriptionof the
functionality of the systems. A more accuratedefinition

of the high level abstractiorlevels, is the one proposedn
thework of Williams [4] wheretwo distincthigh levels of
abstractiorareidentified:

Performance Model: Performancemodels focus mostly
on the flow of the information they do not considerthe
form nor the value. This modelinglevel is referredto as
uninterpreted sincethe componentsannotinterpretthe
information.

Behavioral Models: Behavioral modelscontainmore de-
tail thantheperformancenodel. As describedy Williams
etal. in [4] “beharioral componentgontainfunctionality
responsibldor mappingvaluesat their input to valuesat
their outputsandtypically containsmore detailedtiming
andeventgranularity’

Having partsof the architecturanodeldescribedht dif-
ferentlevels of abstractiongequires,in general,compo-
nentsthat translatethe information betweenthe different
abstractiorlevels. Thesehybrid componentscalledalso
“hybrid interface” receve informationdefinedat a certain
level of abstractiorandgeneratehe matchingrepresenta-
tion of anotherabstractionevel. The datageneratedy
the hybrid componentganbejustarefinemenof thedata
they receve or completelya differenttype of data. For
example,the hybrid componentsisedin the ADEPT pro-
totyping tool corvert the tokensusedat the high abstrac-
tion level into the type dataaccepteddy the low level of
abstractior{5]. In all casesthe hybrid componenthave
to dealwith two main challengesthetiming anddataab-
straction. The morethe low abstractiorievel addsfunc-
tional detailsthe morethe timing andthe dataabstraction
canplay animportantrole in the accurag of the simula-
tion model. A hybrid simulationmodelcanbe executable
but not valid; in this study we distinguishbetweentwo
types of models,namely: executablesimulation models
andvalid simulationmodels.An executablemodelallows
the simulationto completesuccessfullyhowever, it may
not bevalid because¢he performancestudyperformedus-
ing this modelcanbe heaily affectedby the translation
within the hybrid components.Thus,a simulationmodel
is consideredo bevalid if andonly if it is executableand
independentrom the abstractiorinterfacingprocess.

After describinghow hybrid simulationswill be used,
this paperwill introducea very small applicationandin-



troducethe abstractionlevels for it. This applicationis
usedto seehow a hybrid simulationbehaes on a basic
architecturaktonstruct.Theresultswill pointoutacombi-
nationof two problems,oneof which is looked in further
in asecondexperiment.

Il. HYBRID ABSTRACTION MODELS

Whenin the designprocesghe designeidescendérom
ahigh level of abstractiorin his designto a lower level, it
is a benefitif this canbe donegradually This mayimply
that one part of the architectures refined,while leaving
other partsmore abstract. In this way the designercan
concentrateon the featuresof a specificpart of the archi-
tecturewithoutbeingbotheredy otherpartsandreceving
the benefitof a potentially fastersimulationbecausehe
modelis partially still moreabstract Especiallyin explor-
ing architecturalpathsthis comesasa real feature,prun-
ing thebehaiour of individual pathsin thearchitectureln
suchsimulationgwo or moreabstractiorevelsarepresent
within asinglemodel,whichinevitably connectandinter
actwith eachother

When model componentsare developed, they are not
developedcompletelyindependently Thereis a certain
strat@y involved, suchthatthe componentagreeupona
commonprotocolto interact.Includedin this arenotonly
the eventssentfrom onecomponento anotherbut alsoa
commonunderstandingn how resourcesreclaimedand
latenciesareaccountedor.

Whenmodelcomponent$rom differentabstractiorev-
els are mixed, the coherencéan the model which would
make a simulationconsistenfandvalid may not be there.
The problemsthat occurin makinghybrid modelsof dif-
ferentabstractionlevels within a single simulationsetup
canbe illustratedandinvestigatedusing somesimple ar-
chitectural constructs,which commonly occur In this
studywe will usetwo casesvheretwo differentabstrac-
tion levelsarecombinedwithin a singlemodel.

[11. APPLICATION AND ITS ABSTRACTION LEVELS

In the first example,datais passedrom one producer
componentto anothercomponent—the consumer by
anintermediatecomponentwhich is a FIFO buffer mem-
ory. Thisis anexampleof a data-flav orientednetwork,
wherethe modeledcomponentgeceve, processandfor-
ward data. No comple interactiontakes placein these
systemsandthe abstractiorlevel in suchsystemsanbe
definedsimply by the size of the databeing handled. A
typical applicationwhichis representetdy this modelis a
filter operationonimages.

On arelatively high abstractiorievel we defineopera-
tions on the whole image: readimagefrom source filter

image,forward imageto next component.n reality, such
anapplicationwould never be developedthis way. Instead
of usingcoarseggrainedoperationsit wouldfetchonly part
of theimage,processt andpasst outandonly thenfetch
thenext partof theimage.Thenumberof partsinto which
theimagewould besplit depend®ntheapplicationand/or
the architecture For now we will call thesizeof a partof
the imagethe line-size, which leaves undecidedwhether
thisis applicationor architecturadependent.

As a frame of referencewe assumethat the applica-
tion usingthe finer grainedoperationsalsoshavn in fig-
ure 1(a), embodiesthe real-world application. Any de-
viancein behaior which the higherabstractioror hybrid
modelsshav arethereforeheerrormadeby thesemodels.

In a designprocesspnewould first modelthe applica-
tion on the coarsegrainedlevel, yielding a high abstrac-
tion level andwould end up after one or more stepswith
themoredetailedmodel. Now our applicationis relatively
simple,andwe could easily go from the high to the low
abstractiorlevel in onestep. However the processof de-
tailing will becomamoreimportantin this paperto warrant
pursuingthis issue. A commonmethodfor lowering the
abstractiorevel is usingstepwiserefinement.Using this
methodeachcomponentor operationon a high level of
abstractionis individually decomposeéihto smallerunits.
Theoperationto retrieve animagefrom asourcewill thus
be decomposeihto operationdo retrieve line-sizedparts
of theimage.

Actual execution pattern (low abstraction)
LOAD(linesize)
COMPUTE(linesize)
LOAD(linesize)
COMPUTE(linesize)
LOAD(linesize)
COMPUTE(linesize)

(a) Expectedexecutionpattern.

High level abstraction model
LOAD(image)

Through refinement:

LOAD(linesize)
LOAD(linesize)

COMPUTE(image) —— LOAD(linesize)
COMPUTE(linesize)
COMPUTE(linesize)
COMPUTE(linesize)

(b) Refinemenbf High-level abstraction.

Fig. 1. Discrepang betweenmodel derived usingrefinement
andactualexecutionpattern.

In figure 1(b) this processds depicted. The high-level
load and computeoperationsare decomposednto three
sequencesf operationsach. This patterndoeshowever
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Fig. 2. Producerconsumearchitecture.

not conformto the actuallow-level sequencédeing mod-
eled (seefigure 1(a)). Through stepwiserefinementwe
cannotcapturethe desiredscheduling.Still it is alogical
andoftenusedmethodin modelingandhybrid simulation.

Becausehe model obtainedthroughrefinementis ex-
pressedn operationghatare of a finer grainsizethatthe
abstracimodel, one could aguethat the refinedmodelis
more detailedthanthe high-level model. In a classifica-
tion this meansthat both the refinedmodel and the low-
level abstractionmodel are hierarchicalbelon the high-
level model. However the refinedand low-level models
both usethe samegrainsizeof operationsjust the sched-
uleis different. This malesit questionabl¢hattherefined
modelrepresentshe low-level modelat a higherabstrac-
tion level.

IV. PRODUCER-CONSUMER EXPERIMENT

A fundamentatonstructior(figure2) in mary architec-
turesis whereoneprocessinggomponentnsertsdatainto
a buffer andanothercomponentetrievesthe data. An ab-
stractmodelof a producerconsumemodelmayrepresent
thefollowing actuallow-level implementation:

Prod task: fetch part
roducer task: compute

fetch part
compute
fetch part
compute

fetch part

compute
next imag

Consumer Task:

compute
store part
compute
store part
compute part
store part
next image

In this casewe seethe producingtask subdvides the
imagein threepartsandthe consumingaskprocessethe
sameimagein four parts,the line-sizeratio is therefore
3:4. Sincehigh-level operationsoperateon wholeimages
this distinctionis not presenin a high-level model. When
suchahigh-level modelis loweredin abstractiorthesede-
tailsareuncovered,openingarangeof possiblemplemen-
tations.

We map this applicationto the simple architectureof
figure 2 wherewe can vary the delaysfor computation
and storing or retrieving datafrom the buffer. For easy
comparisorthe total communicatiorand computatiorfor
asingleprocessingomponenis keptconstantandwe can
expressour resultsfor differentcommunicatiorto compu-
tationratios. For simplicity we alsoassumehe delayfor

computationatthe producerto bethe sameasfor thecon-
sumer andlikewise for latenciesof storingandretrieving
datafrom the buffer.

The performanceof this examplesystemcanbe evalu-
atedusingthe metric throughput. Over a period of time,
the numberof whole imagesthat have beenprocessedby
theconsumeis counted.

producer-consumer experiment
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Fig. 3. Throughputof the producerconsumesystemasmea-
suredin imageshathave beenprocesseeéntirelyatthecon-
sumersideoverafixedinterval. Thetoptwo lines(whichal-
mostcoincide)aretheresultsof the high-level modelandof
alow-level modelwherethe producermandconsumetransfer
equallysizedblocks. The othertwo lines areresultswhere
eitherthe consumenf producerusesaline size-ratiowhich
is four timeslargerthanthe other(andthususesfour times
lessoperationgo processanentireimage). This is the con-
sumer:produceratio. On the x-axis anincreasingcommu-
nicationto computatiorratio is set,howeverfor comparison
purposeghe total of the communicatiorplus computation
latencieds keptconstantldeally theresultshouldbe ahor-
izontal line, andthe drop in performanceas causedby the
contentiorfor thesharedresource.

Figure3 shavs thethroughputasa functionof thecom-
municationto computationratio for both the high-level
abstractionmodel and the detailedmodel. The detailed
modelshavs thatfor threedifferentcombination=f line-
sizeswe obtain differentresults. This shouldbe no sur
prise. Higher abstractionlevels do not considercertain
factorsandthereforewe only getanapproximatiorof the
intendedresult.

From the resultswe can furthermoreseethat as the
communicatiornto computationratio shifts to anincreas-
ing communicationimportance, performancewill logi-
cally drop, becauseboth tasksaccessa sharedresource
which becomeghelimiting factor However theinfluence
of theline-sizeratioin adetailedmodelis notimmediately
apparentFigure4 providesclarity in thisrespectlt shavs



thatfor certain“right” combinationf reader/writetine-
size ratios the systemis more effective, especiallywhen
communicationis aboutas importantas computationin
the architecture For thesecombinationsthe communica-
tion with the buffer of both processorganbeinterleared,
while for othersboth processordry to accesshe buffer
at the sametime. The contentioncreatesstalls and the
communicationof one processorcannotbe efficiently be
overlappedy the computatiorof the other

producer-consumer experiment
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Fig. 4. Throughputplottedagainstconsumeto producetine-
sizeratio. Otherwisethe sameexperimentasin figure 3.
Resultsfrom the high-level modelwhich hasno consumer
to producerline-sizeratio is representedby the smalllines
in the centerof the plot. The otherlines showv the through-
put for highercommunicatiornto computationratiosasthe
throughputgetsoverall smaller

Theabstracmodelandthemoredetailedarevery much
alike. In principle, the only actualdifferencein the sim-
ulationimplementatioris the sizeof the databeingtrans-
ferred. One operateon whole imageswhile the otheron
parts. It is easyto mege both models,wherethe buffer
is ableto servicerequestdor wholeimagesor partsalike.
Thismodelis executablehoweverthequestionshouldrise
whetherit is valid. For this reasonwe applyaroughclas-
sificationof architecturesimulationmodels:

Functional model A simulationis functionalwhentheop-
erationsand operationsmodeledare actually performed.
When a multiplication is modeled,the resultis actually
computedandan operationto retrieve a memoryaddress
actuallyreturnsthevaluepreviously stored.

Operational model Operationatorrectnesss requiredfor
ary simulationand involves that the operationsare per
formedin theright circumstanceandwith thecorrectpro-
tocol. Whena processostoresinformationin a memory
it needsto contactthe bus componentand instructit to
passthe informationto the memorycomponent.Retriev-

ing informationfrom a buffer needsto take into account
the possibility of anemptybuffer.

Behavioral model Correctbehaior involves introducing
the right latenciesto operationsand the allocationof re-
sourcesatthe propersequence.

A correctoperationallevel typically involves modelver

ification, while correctbehaior typically involves model
validation.

We regard performancemodelsto be eitherfunctional
or non-functional. Thefunctionallevel is notof verymuch
interestfor our studysinceit is not a factorin this simu-
lation outcome. The simulationrunsidenticalto whether
it is functionally implementedor not. Operationallythe
simulationof hybrid modelshasbeenmadecorrecttoo. A
buffer canbe designedn suchaway thatbothimagescan
besenedaswell aspartsof them.By keepingtrackof the
amountof datain the buffer in bytes,the buffer canop-
erateindependenthof whetherincoming requestsarein
imagesor line-sizedparts. A requestfor a whole image
canbe queuedvhenonly a partof animageis presentn
thebuffer.

Valid behaior of a modelis howvever a more difficult
conceptWe have composed systemfor whichit is more
difficult to definewhich behaiour would be correct. The
behaiour of the systemis determinedby the interaction
of boththe producerand consumetask. Now thesehave
beenmodeledat differentabstractiorievels andthuswith
differentbehaiour. For nonv we male the intuitive state-
mentthatthe behaiour of the mixed-lesel systemshould
be somavherebetweenthe high level abstractiorandthe
low level abstraction.

A buffer is intrinsically suitedto male the translation
of one abstractionlevel to another This is becausdhe
requestsnodeledat differentabstractiorievelsarenot di-
rectly relatedto eachother Effectively the requestson
the abstractiorlevels areuncoupledandthe connectionis
madein aninternaldatatransferin the buffer. But, aswe
will demonstratethereis still a differentbehaiour in the
hybrid modelevaluationcomparedo both high andlow-
level abstractiormodels.

In figure 5 the resultsof somehybrid simulationsare
shawn for differentcommunicatiorto computatiorratios.
In the simulationoneprocessoprocessedataatthegrain
sizeof imageswhile the otherprocessedataon theline-
size grain size. We can clearly seethat the hybrid sim-
ulation resultcandiffer quite from the high- or low-level
modelsimulationresults.

We canstudythis differenceusinga small experiment.
In this experimentwe take the architectureand:

« make the buffer large enoughto fit anentireimageplus
largestline-size;
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Fig. 5. Evaluationof a hybrid modelof the producerconsumer
system.As areferencehe low-level modelof the 1:1 line-
sizeratio (asin figure 3) is alsoshovn. The naive hybrid
modelusesa buffer which is accessedby the producerus-
ing high-level (image)transfers,while the consumeruses
low-level operations fetching line sizedparts. Many ap-
proachego hybrid abstraction-leel simulationsuseatrans-
lation from high-level operationsusingthe refinementpro-
cess(seefigure 1(b)), for which the resultsas shavn are
muchbetterthanthe naive hybrid simulation. However the
inability of the systemto predictthe performancekneeis a
substantiatleficieng.

A large buffer ensureghatthe consumenever hasto wait
for the producerto supplyenoughdatafor it to continue.

« modify the buffer suchthataccesdo it is no longerex-
clusively, i.e. make the buffer dualported.

Thereforethe consumenever hasto wait for the producer
becausef theaccesdo theresourcas serialized.

Under these circumstancesll differencesdisappear
This pointsto two issueswhy hybrid modelsare work-
ing operationallyperfectlyfine, but cannotbe considered
asvalid without concern.Interactiontakes placebetween
thedifferentabstractiorievelsattwo ways:

1. Thesynchronizatiorbetweernthetaskswhich aremod-

eled at a different abstractionlevel. When the buffer is

empty the consumetaskblocksuntil the producingtask,

operatingata higherabstractiorievel, hasprogressed.

2. Whentwo tasksaccesshe sameresource(the buffer

in this case) eventhroughthereis no synchronizatiorbe-

tweenthetasksthesharedesourceschedulesherequests.
Schedulings adifferentform of synchronization.

In eachof thesecasesone of the abstractiorlevels has
a coarsemotion of time in the simulationthanthe other
Synchronizatiorinvolves sequencingn time, and there-
fore the simulationis invalid becausalifferentnotionsof
time framesareconfused.

V. RESOURCES THAT ARE ACCESSED ON MULTIPLE
ABSTRACTION LEVELS

. ,,,,,,,,,, .| Processor
v
Processor ~+————— ,,,Trans_port,,, ”””” ~~ Memory
medium
Memory

Fig.6. Sharedesourcerchitecture.

In a different architecturalconstructwe can highlight
the effect of multiple abstractionlevels which accessa
sharedesourcettheir differentlevelsof abstractionTwo
taskswhich do not communicatewith eachother have
their individual memoryto access. The processorexe-
cutingthe tasksdo needto accesgheir memorieghrough
asharedransporimedium(seeconfigurationin figure6).

Figure 7 shaws the resultsof simulatingthis architec-
ture executingtaskslik e the producentaskin the previous
experiment.Thefactthatthehighlevel simulationresultis
almostthe sameasthatof thelow level simulationshould
not betakentoo significantly Whatis striking is thatwith
the hybrid simulation whereoneof theprocessorss mod-
eledat high level of abstractiorandoneof the processors
atlow level of abstractioryields sucha differentresult.

The explanationcan be found in the way the two pro-
cessorslternateaccesso thesharedesourceBoth atthe
fine grainedlevel andon the coarseabstractiorevel, the
accesgatternis exactly interleaved. Granted at the high
abstractionlevel this interlearing is at the granularity of
imageswhile for thelow-level of abstractiortheinterleave
patternis at a line-sizegranularity(which is alsowhy the
factthatbothreachanidenticalresultis not self-evident).
Thedropin performancetrelatve highercommunication
to computatiorratioscanbeexplainedby thistoo. Whena
computatiorcycle at oneof the processorginishesearlier
that the communicatiorcycle of the other the communi-
cationcycle of the first mentionedcannotyet take place,
creatingstalls.

Theinterlearing patternatthe hybrid simulationis how-
evermuchmoredifferent. Whenthe high-level abstraction
taskobtainsaccesgo thesharednediumit cantransferan
entireimage,while thetaskoperatingat lower abstraction
only transfersa singleline-sizebeforeit needgo gainac-
cessto the sharedmediumagain. This way, the taskat the
lower level of abstractioris at a disadwantagewhencom-
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Fig. 7. Experimentusinga simulationat high- and low-level
abstraction. At eachof the two processorghe numberof
imagesbeing processeds countedover a fixed period of
time. Thethroughputof both processorss almostequalto
eachotherfor the high- and low-level models. The high-
andlow-level modelsalsogive the sameresult. A naive hy-
brid simulationis alsoshovn wherethe processoaccessing
thesharedresourceat a higherlevel of abstractiorobtainsa
much higherthroughputandthe processoat a lower level
of abstractiora muchlower throughput.

peting for the sharedmedium. This can clearly be seen
in theresult: whenthe communicatiorfactoris relatively

high,thetaskmodeledatahigherlevel of abstractiorhasa
higherthroughputhanthetaskmodeledatthelower level

of abstractiorwithin the samesimulation.

Approachego performhybrid abstractiorievel simula-
tionsoftenincludethe useof moduleswhich translateone
level of abstractiorio another Themethodusedis compa-
rableto stepwiserefinement.A modulebetweenthe pro-
cessorandthe sharedmediumtranslatesan operationat a
high level (load animage)to a sequencef operationsat
alower level (loadsof aline-sizedpart). This translation
makessurethatoperationsata sharedesourcearrive with
thesamegrainsize,however asin stepwisaefinementhe
schedulas different.

Figure8 shavs theresultof this approachAlthoughon
averageheresultlooksbetterthenthenave hybrid model,
the clear transition showvn by the detailedsimulation at
equalcomputationto computatiorratio is not present.In
thesesimulationswe would like to know whetherour op-
erationhasa gracefuldegradationor a transition.

The figure also shaws the deviation from the average
throughpumeasuredh thesimulation. Thehigh-andlow-
level modelandthefirst hybrid modelsshavedavery sta-
ble simulationresult,while in therefinemenmethodmary
differentvalueswheremeasuredThis makesus question
avalid interpretatiorof our simulation,whenno stochastic
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Fig. 8. Simulationresultsfor a hybrid simulation obtained
throughthe processof refinement. One processois mod-
eledat a low-level of abstractionandthe otherat a high-
level of abstraction. The latter doeshowever translatethe
operationto transferanentireimageinto smallerindividual
requestgustbeforeaccessinghesharedesourceHowever,
dueto the factthatthe processorslo not executethe same
scheduletheresultsare not the sameasa completelylow-
level model. Also shawn in this figure are the lowestand
highestthroughputmeasuredt eachconfiguration(shovn
usingtheverticalbars). Themodelsusingrefinemenshav a
farmoreirregularbehaior, which makesit difficult to draw
conclusiondrom theseresults.

processewhereinvolved.

VI. TOWARDS BETTER HYBRID MODELS

It is relatively easyto explain why one getsthe results
shawn in the previous section. However this doesnot ac-
tually tell whatthe fundamentatausses.

The principal error we have madeis that we usedtwo
modelswhich have differentstratgiesandplacedthemto-
gether In eachof the stratgiesthereis a differentview on
thetime scale. The high-level modelallocatesthe shared
mediumto transferan entireimage,andhasthusa coarse
conceptof time. Corversely low-level modelshave a
finergrainedconcepif time.

Theseconceptsshouldnot be mixed andthereforeone
cannotet bothabstractionevelsusethesameshareccom-
ponent. The high-level abstractiorlevel shouldaccessa
sharedresourcemodeledat high-level of abstractionand
likewisethe processotaskat the detailedlevel shouldac-
cessa low-level sharedresourcecomponent. But this is
a sharedcomponent,so the effect of contentionfor the
sharedresourcewould be missingif we would introduce
separaténstancedor the sharedesource.

We believethatit is still agoodideato useseparateom-
ponentdor the samesharedresourceor eachabstraction



level beingmixed. This hasthe adwvantagethatwe largely
avoid complicatedmodelcomponentsvhich canperform
operationsat multiple abstractiorevels.

Even moreimportant, high-level componentsontinue
to be interfaced with the normal high-level (sharedre-
source)componentsandlow-level componentsvith other
low-level componentskeepingthedistinctionbetweerab-
stractionlevels and their correspondingstratgies intact.
This underthe presumptiornthat a mechanisnis embed-
dedin the sharedresourcewhich performsthe correction
for contentiorfor the sharedesource.

Earlier was statedthat the expectedresult of a hybrid
systemshouldbe somavherebetweenthe corresponding
high-level and low-level models. This is a fairly useless
statemenin comple systemswith morethantwo metrics
or morethantwo abstractiorlevels. Furthermoreit does
not tell arything abouthow abstractionlevels shouldbe
integrated.With in mindthatwe canseparat@component
whereabstractiorlevelsmeetinto separateomponentor
eachabstractiorievel, we canmalke the previousstatement
moreprecise:

In a hybrid system, a component modeled at a certain
abstraction level should be able to observe the same be-
haviour from another component with which it is inter-
faced and which is part of the hybrid interface (i.e. the
bridge between different abstraction levels) as if all the
components in the model would have been modeled at the
same abstraction level.

A simulationmodel of the two abstractiornlevels with
differentcomponentdor the sharedresourcefor eachof
the abstractionlevels has been built, which includesa
methodunder developmentfor incorporatingcontention
for asharedesourceThis mechanisnworksby influenc-
ing theinternallateny in the sharedresource.Normally
whenan operationdrom the processois receved by the
sharedresourcea delayis introducedby the resourcebe-
fore forwardingthe operationto the destinationto model
the lateny of theresource.ln the earliermodelsthis de-
lay only dependson the size of the datarequest. If the
sharedresourcas still processing requesfrom the other
processqrtheoperationis queueduntil it hasfinalizedear
lier requestsThisis the basisfor contentionandthe vari-
abletime neededper request.In our implementatiorthe
gqueuingeffect doesnot occurarymore, but insteadit is
obsered how long in the internallatengy the resourcds
alsoaccessedly theotherabstractiodevel. Thistime rep-
resentsa possibleequally sizeddelaythat could have oc-
curredby theexclusive accesso theresource Onemethod
is for the resourceto completethe requestandreturnthe
result,but remainto be blocked for a periodof time equal
to the time the resourcewas actually sharedby two ab-

stractionlevels. Anotherway is to introducean additional
lateng for the sameperiodof time. Thesetwo resultsare
shavn in figure9.
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Fig. 9. Comparisorbetweena pure low-level abstractiorand
the adaptedhybrid model. In the new hybrid model the
componentghat modelthe sharedresourcefor an abstrac-
tion level returntheresultimmediatelyto the processoafter
performingthe requestput canremainblockedfor alonger
period.

Thetwo methodsareactuallytwo extremesof therange
of anexplorationparametemwhichrepresentthe possibil-
ity for an abstractmodelto overlap communicationwith
computation.

VI1l. CONCLUSION

In this paperwe have looked at someof the problems
thatoccurwhenbuilding hybrid simulationmodels where
multiple modelingabstractiorlevels are placedwithin a
singleexecutablesimulation.Althoughthesemodelswere
executable,they are not immediatelyvalid. Somevery
simple architectureconstructswere usedin this study
which doeshowever not meanthatthesearejust toy-like
models. Rathey it concentrate®n how multiple abstrac-
tion levels canreally interactwithin a singlemodel. One
or multiple componentwill be facedwith operationson
multiple levels of abstraction. Whetherthis is a buffer,
bus, co-processoor othertype of componenits ratherir-
relevant. Whatis important,is thatthis hybrid interfaceis
facedwith differentconceptsgespeciallyconcerninggran-
ularity of time-steps.

Thisleadsto problemswvhensynchronizatiorccursbe-
tweencomponentson different abstractionlevels. Syn-
chronizationbecausene componenthasa direct depen-
deny on the other e.g. it needsdatafrom the other or
synchronizatiorbecaus@& commonsharedesources be-
ing accessedThis paperhasmainly focussedon the se-



guencingand interlearing of operationsof the latter and
within the Artemis project[6] we arelooking into meth-
odsto resol\e this problem.
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