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AutoGOLE
• Collaboration of GLIF Open Lightpath Exchanges 

(GOLEs) and networks to deliver dynamic circuits end-
to-end

• Uses VLANs and QoS on the switching infrastructure

• Underlying standard (NSI) is technology agnostic
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AutoGOLE
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How it works
• Each domain runs a Network Service Agent (NSA)

– Can be provider and/or requester
– NSA aggregators know all domains

• NSAs have peering relationships with their neighbouring 
domains

– Control plane peerings

• NSAs control their local switching infrastructures
– Topologies are used to define these 

infrastructures
– Topologies also have (data plane) peering 

relationships with their neighbors
4



Why?
• Frequent operational and maintenance issues

– Often only found when things are already broken 
and “it doesn’t work”

• Configuration of each domain should be checked often to 
ensure it is correct

• Changes in the switching infrastructures lead to broken 
paths without notice
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The Dashboard
• The AutoGOLE Dashboard is the first monitoring 

solution for the AutoGOLE collaboration

• Periodically checks the configuration of all domains and 
looks for configuration issues

– Incorrectly defined control and data plane peers
– Peering ports with incorrect configuration

• Periodically performs test path reservations and 
connectivity tests
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The Dashboard
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As seen on...
• A development version was shown at the GLIF meeting 

in Prague last September
– Feedback received was used to develop and 

improve key functionalities
– Some operators were already using it!
– http://dashboard.lab.uvalight.net/overview

• Finished prototype shown at SC15
– Very well received
– More operators using the dashboard
– http://sc.delaat.net/sc15

• And see our poster here at TNC16!
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First babysteps…


