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Abstract

The enforcement of policies plays a crucial role in our daily life, from

protecting rights to promoting collaborations. In practice, policies are

enforced through designed processes and institutional incentives. Given

the distinct focuses and technologies of these two methods, this thesis

delves into policy enforcement from a practical and a theoretical dimension

respectively.

Part I, which centers on the practical dimension, focuses on empowering

(resp. prohibiting) compliant (resp. non-compliant) behaviors through

process design, and leveraging appropriate technologies for process real-

ization. This part starts by proposing an approach for enforcing envi-

ronmental adaptive data sharing policies. This approach is implemented

through an integrated environmental adaptive auditing process and an ex-

ecution process within an infrastructure. Further, to enforce cross-domain

workflows, a prototype that employs Petri nets and blockchain technology

to orchestrate both on-chain and off-chain tasks is presented. Specifically,

this solution incorporates an incentive mechanism via a peer auditing pro-

cess, enhancing parties’ adherence when executing unenforceable off-chain

tasks.

Part II, from the theoretical dimension, focuses on motivating (resp. deter-

ring) compliance (resp. non-compliance) through implementing designed

institutional incentives. First, for the incentive design stage, a set of com-

prehensive evaluation criteria are proposed, which consider factors includ-

ing the promotion of cooperation, sustainability of incentive implementa-

tion, and the affluence of both participants and the implementing institu-

tion. Subsequently, in the incentive implementation stage, pervasive cor-

ruption can significantly hinder the effectiveness of incentives. Real-world

solutions often involve external supervision services, such as certification

services for validation. To study anti-corruption in incentive implementa-



tion, this thesis develops a game model to analyze how effective external

supervision services are in tackling corruption and aiding the implemen-

tation of incentives. From these explorations, management suggestions

regarding institutional incentive design and implementation are drawn.



Samenvatting

Het handhaven van beleid speelt een cruciale rol in ons dagelijks leven,

van het beschermen van rechten tot het bevorderen van samenwerking. In

de praktijk wordt beleid gehandhaafd via ontworpen processen en insti-

tutionele stimuli. Gezien de verschillende focus en technologieën van deze

twee methoden, onderzoekt dit proefschrift de handhaving van beleid va-

nuit een respectievelijk praktische en theoretische dimensie.

Deel I, gericht op de praktische dimensie, richt zich op het versterken (of

verbieden) van conforme (of niet-conforme) gedragingen via procesontwerp

en het benutten van geschikte technologieën voor procesrealisatie. Dit deel

begint met het voorstellen van een aanpak om situatie-afhankelijke maa-

tregelen over gegevensuitwisseling te handhaven, gerealiseerd door middel

van het geïntegreerde, situatie-afhankelijke auditproces en het uitvoer-

ingsproces binnen een infrastructuur. Verder wordt voor het handhaven

van inter-domein workflows een prototype gepresenteerd die Petri-netten

en blockchaintechnologie inzet om zowel on-chain als off-chain taken te

orchestreren. Specifiek omvat deze oplossing een stimuleringsmechanisme

via een peer auditproces, wat de naleving van partijen verbetert bij het

uitvoeren van niet-afdwingbare off-chain taken.

Deel II daarentegen, vanuit de theoretische dimensie, richt zich op het

motiveren (of ontmoedigen) van naleving (of niet-naleving) door de imple-

mentatie van ontworpen institutionele stimuli. In dit deel worden eerst uit-

gebreide evaluatiecriteria voorgesteld voor het ontwerpen van stimuli, die

factoren overwegen zoals de bevordering van samenwerking, duurzaamheid

van de implementatie van stimuli en de welvaart van zowel deelnemers als

de implementerende instelling. Vervolgens kan in de implementatie-stap

van stimuli wijdverbreide corruptie de effectiviteit van stimuli aanzien-

lijk belemmeren. Oplossingen in de echte wereld betrekken vaak externe

toezichtdiensten, zoals certificeringsdiensten voor validatie. Om anti-co-



rruptie in de implementatie van stimuli te bestuderen, ontwikkelt dit proef-

schrift een spelmodel om te analyseren hoe effectief externe toezichtdi-

ensten zijn bij het bestrijden van corruptie en het ondersteunen van de

implementatie van stimuli. Uit deze onderzoeken worden managemen-

taanbevelingen afgeleid over ontwerp en implementatie van institutionele

stimuli.
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Chapter 1

Introduction

Policies have a pervasive influence on all aspects of our daily lives, ranging

from international regulations like the General Data Protection Regulation

(GDPR) regulating countries and organizations, to community standards

of platforms like Weibo or Facebook restricting the behaviors of individ-

ual users. These policies establish clear rights and obligations, regulate

operations, and clarify prohibitions. However, for policies to be truly effec-

tive, proper enforcement is crucial. Without enforcement, policies cannot

adequately protect rights, promote trust, or facilitate collaborations.

The enforcement of policies typically involves both constraining operations

through process design and encouraging compliant behaviors through in-

stitutional incentives [40, 89]. For example, when enforcing community

standards, online forums usually design the posting process that leverages

machine learning technologies to detect fraudulent or inauthentic accounts,

automatically blocking them from posting inappropriate content. At the

same time, despite technological advancements, violations can still occur.

Various incentives thereby play an important complementary role to tech-

nologies in enforcing policies [68], such as warnings, text removal, or even

accounts bans [49].
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Drawing on this leveraged practical experience, this thesis aims to pro-

mote policy enforcement through the combination of technologies and in-

centives. Leveraging and embedding appropriate technologies helps in

designing and realizing processes that enforce operational regulations by

constraining non-compliant operations and empowering compliant ones.

Meanwhile, employing appropriate incentives can effectively motivate par-

ticipants to adhere to policies by adjusting the payoff associated with

compliant and non-compliant behaviors. Together, these two approaches

enhance the overall enforcement of policies.

Figure 1-1: The research outline of policy enforcement. This thesis aims
to explore measures for enforcing policies from both practical and theoret-
ical dimensions. The practical aspect of this thesis focuses on designing
processes to enact the enforcement of operational regulations using tech-
nologies. These processes empower compliant behaviors and constrain
non-compliant behaviors through the examination of conditions and con-
straints. Whereas the theoretical aspect focuses on designing and imple-
menting institutional incentives to adjust the expected payoff of compliant
and non-compliant behaviors. The goal is to motivate participants to-
wards compliance. These two dimensions are functionally complementary
to each other in promoting desired behaviors, including cooperation and
compliance.

As Figure 1-1 presents, institutional incentives can be categorized as a

distinct class of policies, separate from operational regulations [106, 179].

Operational regulations highlight the procedures, conditions, and explicit

constrains for operations, while institutional incentives focus on the con-

sequences of compliant or non-compliant behaviors, which are typically in

the form of rewards or punishments [157]. Additionally, it is important to

note that the enforcement of institutional incentives relies on human inter-

2



vention in terms of monitoring and adjudicating, whereas the enforcement

of operational regulations can be automated through carefully designed

processes.

Given the differences in content focus and implementation formats, the

challenges of enforcing these two types of policies are distinct. For oper-

ational regulations, the challenge lies in designing appropriate processes

that effectively empowers (resp. prohibits) compliant (resp. non-compliant)

operations, and subsequently realizing these designed processes by tech-

nologies; whereas for institutional incentives, the challenges are designing

appropriate incentives to effectively motivate compliance, and overcom-

ing potential obstacles caused by self-interested rule enforcers in incentive

implementation.

Thereby, notwithstanding the fact that both types of policies can benefit

from the design and realization of comprehensive processes1, this thesis

takes a focused approach for better capturing the main challenges. When

referring to process design and realization, the enforced objects focus on

the operational regulations. Conversely, when it comes to incentive design

and implementation, the emphasis shifts to institutional incentives.

In this focused approach, as summarized in Figure 1-1, the explorations

of process design and institutional incentives are identified as two dimen-

sions: the practical dimension and the theoretical dimension. Process

design and realization involve engineering analysis and the integration

of suitable technologies to effectively meet practical requirements in en-

forcing operational regulations. In contrast, institutional incentive design

and implementation rely on theoretical modeling participants’ interaction

considering self-interested behaviors, and predicting expected outcomes

to ensure that incentives can effectively promote desired behaviors or de-

ter non-compliant behaviors. Based on these two dimensions, this thesis

1For instance, to enforce tax policies, tax reporting and payment processes can be
designed, empowering companies to comply with tax obligations. Simultaneously, fine
process can also be designed to enforce penalties by deducting money from the accounts
of tax-evading companies.
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develops measures to enhance policy enforcement.

Part I. Technological enforcement: process design and realiza-

tion

Various technologies have been applied to implement designed processes

aimed at enforcing operational regulations. For example, authorization

protocols are extensively used to realize the designed data access pro-

cess which enforces permission-related policies [33]; blockchain and smart

contract technologies are employed to realize execution and recording pro-

cesses when enforcing contractual policies [131, 187]; digital signatures

and key management are commonly utilized in the cryptography process

to enforce secure communication-related policies [180]; and the previously

mentioned machine learning is widely applied in the process of detecting

abnormal behaviors to enforce user behavior-related policies [85]. The uti-

lization of these technologies enhances policy enforcement across different

fields.

The design of processes and the corresponding selection of technologies

depend on the functional requirements of the policies being enforced. For

instance, when enforcing data sharing policies, it is necessary to facilitate

data sharing among the parties stipulated in the agreement. Consequently,

processes such as request checking and execution should be designed. To

realize these processes, access control, key management, and technologies

related to networking and communication need to be integrated for users

identification, request auditing, and compliant requests execution. Hence,

analyzing the operational regulations to clarify the concrete functional

demands is indispensable for designing necessary processes [134]. This

analysis guides the subsequent selection of technologies that shall be em-

bedded. For the convenience of description, the designed processes and

their supportive technologies together are denoted as an approach or a

solution, which actually enforces the operational regulations.

For this reason, the explorations within Part I are demand-oriented. This

4



thesis starts from proposing an approach to enforce environmental adap-

tive data sharing policies that require authorizations for concurrent data

requests based on the current environmental condition. It then moves

on to developing a solution for enforcing workflows that require a proper

choreography of sequential operations/activities involving multiple parties.

Since operations in workflows can extend beyond those in data sharing,

this workflow enforcement solution expands the scope of enforced opera-

tions, and can therefore be regarded as an extension of the approach for

data sharing.

Part II. Institutional enforcement: Incentive design and imple-

mentation

Incentives can effectively promote compliant behaviors, when they are

employed correctly; successful incentives require proper design and rigor-

ous implementation, challenges in these two stages are covered in Part II.

Proper design of incentives requires a procedure for modeling the scenario,

predicting the outcomes, and evaluating the impact. However, designing

scientific evaluation criteria is not easy, any oversight can lead to unde-

sired outcomes. For example, if the cost of the rule enforcer is not consid-

ered, over-subsidising might occur, leading to fiscal haemorrhaging to the

executor [30]. If the cost of participants is not considered, excessive pun-

ishment might be carried out, causing a negative impact on participants

and hindering the long-term development of the market [50]. Accordingly,

designing comprehensive criteria is critical in designing sustainable and

reasonable incentives.

In the implementation stage, there are potential problems that can under-

mine the effectiveness of incentives. One significant example is pervasive

corruption [110, 101]. When incentives are carried out by institutions,

participants who engage in non-compliant behaviors may be motivated to

bribe the rule enforcers to evade punishment [91, 26]. This can lead to a

situation in which participants learn to break rules, and engage in non-

compliant behaviors, ultimately leading to the collapse of social norms and

5



collaborations [91]. Consequently, it is necessary to address corruption to

ensure the rigorous implementation of incentives.

Part II of this thesis aims to address problems that arise in both the design

and implementation stages of incentives. It first discusses the critical

criteria that should be considered in the design stage; and then explores

the effects of external supervision services as a possible measure to combat

corruption and to ensure effective incentive implementation.

To summarize, the features of the operational regulations and incentives

determine their challenges in enforcing. For explicit operational regula-

tions, the hardship lies in designing appropriate processes and selecting the

proper technologies to successfully to form a comprehensive solution that

empowers compliant operations and restricts non-compliant ones; whereas

for human-involved institutional incentives, the difficulties are designing

scientific incentives and implementing them rigorously to effectively mo-

tivate participants adhering to the policies. Considering these differences,

this thesis separately explores the design and realization of processes, and

that of incentives. These explorations are correspondingly classified as

practical dimension for empowering and theoretical dimension for moti-

vating. These two dimensions are functionally complementary to each

other, the combination of which serves for better policy enforcement. The

following section lists the concrete research questions in these two dimen-

sions and the leveraged methods for addressing the challenges.
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1.1 Research questions and roadmap

This section begins with the introduction of the research questions of Part

I and Part II, and their corresponding research methods, followed by an

elaboration on the relationship between the research questions. The main

information is summarized in Figure 1-2.

Figure 1-2: Research questions and research roadmap. Part I covers the
research questions of how to enforce environmental adaptive data shar-
ing policies, and how to enforce more general operational regulations for
cross-domain workflows. The technologies involved in Part I include smart
contracts and blockchain. In Part II, issues related to the design and imple-
mentation of institutional incentives are discussed. Game theory is applied
for modeling, while agent-based modeling and simulation experiments are
leveraged for predicting.

The starting point of Part I is to enforce data sharing policies among

multiple domains (also known as parties). One of the challenges in data

sharing is the trade-off between security and flexibility [125]. While lim-

iting data access as much as possible can enhance security, it may also

diminish the value of data sharing and introduce risks. For example, in

public incidents, such as fires or stampedes, overly strict or static data

sharing policies might hinder the enforcing agency from accessing criti-
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cal datasets, which might impede rescue [7]. This highlights the need for

flexible and dynamic data sharing policies that can adapt to the actual en-

vironment. The enforcement of such environmental adaptive policies calls

for an approach that supports environmental sensing in the request check-

ing process and empowers compliant requests in the execution process.

This practical demand gives rise to the first research question:

RQ 1. How to enforce cross-domain data sharing policies that

adapt to the environment?

By solving RQ 1, an approach featuring an auditing layer and a control

layer is proposed. The auditing layer handles the request checking pro-

cess, while the control layer manages the request execution process. These

two layers are operationalized by components integrated in a decentralized

infrastructure, supporting functions such as environment sensing, broad-

casting, communication, and application running.

Moving on from data sharing policies, this thesis further explores the solu-

tion for enforcing workflows which contains a sequential tasks with higher

variety. One example is the workflows in a supply chain [88, 27], other

than the on-chain tasks like data access or data transfer, which can be

enforced by blockchain-based smart contracts [98], workflows also involve

tasks like product delivery, that must be executed off-chain. This inherent

feature of workflows creates opportunities for fraud and undermines trust

among parties.

In addition to the challenge brought by the variety of tasks, the designed

order of tasks in workflows requires task choreography. This choreography

is essential for supporting participants’ execution of specified operations at

appropriate times. In light of these challenges, the question arises: how to

design and realize a comprehensive solution that integrates incentives into

workflows to motivate parties to adhere to workflows including off-chain

tasks; and meanwhile choreographing such incentive-integrated workflows
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among multiple parties? These challenges are solved in the second research

question:

RQ 2. How to enforce incentive-integrated cross-domain work-

flows?

The proposed solution for RQ 2 leverages smart contracts and hyper-

ledger technology to enforce workflows and integrates peer audit process

as incentives. The ordered tasks are choreographed by a designed three-

layer architecture. Up to this point, the two research questions and related

technologies of Part I have been introduced, and they are summarized in

Figure 1-2.

In Part II, there are two research questions that arise in the design and

implementation stages of incentives. When designing incentives, deter-

mining comprehensive evaluating criteria is challenging. The requirement

of effectively promoting compliant behaviors [51] are typically considered.

Additionally, when the incentives are executed by a third-party institu-

tion, ensuring the sustainable execution of the incentives is vital. As can

be expected, if the costs of execution are too high, the institution may

face bankruptcy [120]. Furthermore, the affluence of the participants is

another important outcome to consider. Excessive punishment may re-

sult in the elimination of participants, which is not constructive to the

long-term development of the system. The third research question aims

to compare incentives based on these aforementioned criteria:

RQ 3. How to design incentives from an institutional perspec-

tive?

By addressing RQ 3, theoretical analysis and agent-based modeling are

applied to predict the outcomes. Specifically, a game model is constructed

to predict the cooperation level in the stable state, which contains an

incentive executing institution and compliant/non-compliant participants.
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Through simulation experiments, the outcomes related to the affluence of

the institution and the participants are tracked. By comparing the results

of various incentives, management suggestions are derived for incentive

design from an institutional perspective.

When incentives are being carried out by institutions, pervasive corruption

can impede the successful implementation of incentives2. Combating cor-

ruption and ensuring rigorous conduction of punishment or reward is im-

portant. In the real world, countermeasures such as complaining [159, 13],

whistle-blowing, or reporting [185] are provided. These measures serve

as an external supervision over the institution, aiming at preventing the

potential corruption. Nevertheless, the engagement of these external su-

pervision services are always at a cost, they might consume time, energy,

or even financial expenses [159, 44, 118]. Intuitively, such costs can influ-

ence the engagement of external supervision services, and the consequent

effectiveness on combating corruption.

These facts raise questions about the successful implementation of incen-

tives facing corruption: to what extent can external supervision services

combat corruption, and how do other key factors, such as the cost of ser-

vice, influence the effectiveness of corruption combating? What lessons

shall be taken in incentive implementation? All these questions are en-

compassed in the forth research question:

RQ 4. Can external supervision services combat corruption

in incentive implementation?

To address RQ 4, an evolutionary game theory framework is used to es-

timate the effectiveness of external supervision services on combating cor-

ruption and predict the eventual collaboration level of the participants.

Additionally, stochastic simulation experiments are designed to explore
2Institutions usually delegate to rule enforcers who actually conduct supervision,

rewarding and punishing activities; and it is usually the rule enforcers who directly
accept bribes.
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the influence of key factors. The results provide some insights into better

introducing external supervising services to combat corruption and ensur-

ing rigorous implementation of incentives.

In summary, RQ 1 and RQ 2 within Part I have a progressive relation-

ship, while RQ 3 and RQ 4 within Part II have a sequential relationship.

Part I proceeds from enforcing data sharing policies that involve concur-

rent data access or transfer operations to enforcing cross-domain workflows

that encompass various sequential operations. In part II, RQ 3 addresses

the evaluation problem in the design stage of incentives, while RQ 4 deals

with the corruption issue in the subsequent implementation stage. These

four research questions aim at improving the enforcement of policies, yet

Part I and Part II approach this common aim from different dimensions.

In Part I, the efforts focus on the practical dimension, empowering (resp.

prohibiting) compliant (resp. non-compliant) behaviors at the appropri-

ate time through technologies. In Part II, the efforts concentrate on the

theoretical dimension, motivating participants to adhere to the policies

based on game theories. The main contributions of these efforts are listed

in the next section.

1.2 Main contributions

This thesis contributes to the following aspects: new solutions for enforc-

ing operational regulations and new models for predicting the outcomes

of institutional incentives, thereby facilitating their design and implemen-

tation. The contributions related to new solutions include:

• Proposing an approach that enables requests auditing and executing

within an extendable infrastructure, supporting environment sens-

ing, broadcasting, and application execution.

• Designing a flexible solution for choreographing incentive-integrated

workflows, facilitating peer auditing, and eliminating untrustworthy
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parties.

The main contributions in new models are:

• Constructing a model for comprehensive incentive design, predicting

the effects of incentives in terms of promoting cooperation (compli-

ance), the affluence of participants, and sustainability on execution.

• Developing a game model to study the influence of external supervi-

sion services on combating corruption in incentive implementation

The repositories containing the infrastructure/framework and models can

be accessed through the following links:

• https://github.com/dl4ld

• https://zenodo.org/record/8341111

• https://bitbucket.org/uva-sne/simulation-experiment-cod

e-of-rspa-2022-0393/src/master/

• https://www.comses.net/codebase-release/539df5b3-f302-4

ffd-bf60-762c79782722/

1.3 Thesis overview

The main body of this thesis encompasses the following two parts, each

of which can be comprehended independently, without either serving as a

prerequisite for the other.

Part I tackles RQ 1 and RQ 2. In RQ 1, the demand is to audit and ex-

ecute data access requests adapting to the environment. Chapter 2 intro-

duces a concrete approach that realizes the environmental adaptive audit-

ing and execution process within an infrastructure to fulfill this demand.

Moving on to RQ 2, the goal is to integrate incentives into workflows

to motivate parties to adhere to regulated off-chain operations. Chap-
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ter 3 presents a solution that integrates peer audit process as incentives

to enhance compliance, and designs an architecture to coordinate such

incentive-integrated cross-domain workflows.

Part II covers RQ 3 and RQ 4. In Chapter 4, RQ 3 is addressed through

a constructed model that considers factors such as the execution cost of

incentives and participants’ wealth. This model facilitates tracking the im-

pact of incentives on the system’s affluence and facilitates a comparison of

the sustainability of incentives from an institutional perspective. Turning

to RQ 4, Chapter 5 proposes a game model that captures the interaction

between participants and rule enforcers. This model enables participants

to make choices between cooperation (compliant) while trusting the rule

enforcers, cooperation without trusting the enforcer and engaging exter-

nal supervision services, or defecting (non-compliant) with an attempt to

bribe the rule enforcers. Meanwhile, rule enforcers can opt for honesty or

corruption. With this model, we can study the effectiveness of external

supervision services in combating potential corruption.

In the end, conclusions are offered in Chapter 6.

1.4 Origins

Part I builds on work presented in:

• Xin Zhou*, Reginald Cushing, Ralph Koning, Adam Belloum, Paola

Grosso, Sander Klous, Tom van Engers, and Cees de Laat: Policy en-

forcement for secure and trustworthy data sharing in multi-domain

infrastructures, appeared in The fourteenth IEEE International Con-

ference on Big Data Science and Engineering (BigDataSE) in 2020.

• Reginald Cushing, Xin Zhou*, Adam Belloum, Paola Grosso, Tom

van Engers, and Cees de Laat: Enabling Collaborative Multi-Domain

Applications: A Blockchain-Based Solution with Petri Net Workflow
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Modeling and Incentivization, accepted by The Fifth IEEE Inter-

national Conference on Trust, Privacy and Security in Intelligent

Systems, and Applications (TPS) in 2023.

Part II builds on work presented in:

• Xin Zhou*, Adam Belloum, Michael H. Lees, Tom van Engers,

and Cees de Laat: Costly incentives design from an institutional

perspective: cooperation, sustainability and affluence, appeared in

Proceedings of the Royal Society A (IF: 3.5, JCR Q2) in 2022.

• Xin Zhou*, Adam Belloum, Michael H. Lees, Tom van Engers,

and Cees de Laat: The dynamics of corruption under an optional

external supervision service, appeared in Applied Mathematics and

Computation (IF: 4.397, JCR Q1) in 2023.
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Chapter 2

The enforcement of data

sharing policies that

adapt to the environment

Abstract: This chapter addresses RQ 1, “How to enforce cross-

domain data sharing policies that adapt to the environment?”

Given that different situations require the application of different policies,

there is a practical demand for enforcing environmental adaptive data

sharing policies. This chapter presents an approach to meet this demand

through a request auditing and a request execution process. These two

processes are actualized within a designed infrastructure.

A version of the work in this chapter is published as “Policy enforcement for secure
and trustworthy data sharing in multi-domain infrastructures” in The fourteenth IEEE
International Conference on Big Data Science and Engineering (BigDataSE), 2020.
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Figure 2-1: Graphical abstract of Chapter 2
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2.1 Introduction

The security of data transfer has become a critical topic due to the sig-

nificant value associated with data, leading to increasing concerns about

unauthorized access [183, 39]. To guarantee data safety, many policies

and regulations have been designed to govern data collection, sharing,

and transfer. Nevertheless, in collaborations involving different individu-

als, departments, or organisations [84], there is often a need for the free

exchange of data. This is particularly crucial in high-timeliness scenarios,

for example emergency management, where effective crisis response relies

on efficient information sharing among involved parties.

However, policies that aimed at data protection can sometimes impede the

effective transmission of information [7]. On the one hand, limiting data

access as much as possible can be the safest approach to protect data. On

the other hand, these stringent policies can simultaneously diminish the

value of data sharing and, in some cases, introduce risks. For example,

during public incidents, such as fires or stampedes, strict data sharing

policies may prevent the police from accessing critical datasets [7]. While

strict policies work well under normal circumstances, they can become

obstacles during emergencies. Accordingly, policies are supposed to be

dynamically adaptable to the environment.

The enforcement of these flexible data sharing policies then poses a practi-

cal demand for an approach that supports sensing the environment, apply-

ing the corresponding proper data sharing policy in the request auditing

process; and empowering the compliant operations in the execution pro-

cess. To realize such an approach, several challenges must be addressed: 1)

How to model policies to map the operational regulations into executable

statements or commands? 2) How to audit1 requests applying the proper

policies based on the sensed environment? 3) How to design an infrastruc-

1In this chapter, when referring to “audit”, it specifically denotes pre-audit, which
is conducted prior to the final settlement of a transaction.
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ture that supports the auditing and subsequent execution processes?

This chapter addresses these questions comprehensively. Firstly, in Sec-

tion 2.2, a conceptual framework is proposed to model policies, which

enables mapping the operational regulations into executable statements.

Section B.2 then elaborates how to use Jason, a belief-desire-intention

(BDI) based AgentSpeak language, for request verification and authoriza-

tion. This auditing process and the subsequent execution process are

supported by the designed infrastructure in Section 2.4, which hosts dis-

tributed collaborative applications. Finally, a use-case that involves en-

vironment adaptive policies is given to explain how data sharing policies

are enforced by the proposed approach.

2.2 Data manifest and conceptual model of

policies

In this section, two key concepts are introduced aiming at ensuring proper

audit of data access requests: the dataset manifest and the conceptual

model of policies.

For each specific dataset, data access or processing requests must adhere to

policies set by the data controller who has the sovereignty over the dataset.

Consequently, datasets must be lined with relevant policies, which serve as

references during the subsequent auditing process. The dataset manifest

acts as metadata, informing auditors about the policies that should be

referred to.

During the auditing process, natural language policies need to be struc-

tured and mapped into executable statements, whose realization is based

on the proposed conceptual model of policies. Structuring policies enables

their further automatic enforcement through designed components. The

following parts of this section delve into the details of these two concepts.
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2.2.1 Data manifest

A data manifest encompasses essential information of the dataset, includ-

ing the domain of the data controller, the corresponding applied policies,

the sender’s domain, the authorized recipient’s domain, and a timestamp

linked to the dataset. A data manifest is generated either by the data

controller or by the sender (if not the controller) while transferring the

dataset to its legitimate recipient.

The data manifest serves the dual purpose of specifying the policies that

need to be checked in the auditing process and facilitating traceability of

data transferring through recording transfer history. To ensure the in-

tegrity of the manifest, it must be signed by the cryptographic key of the

data controller or legitimate sender, preventing any unauthorized alter-

ation of the policies or other values contained within the manifest. Ta-

ble 2.1 displays the data structure of a data manifest, presenting its items

and providing examples of their respective values.

Table 2.1: Data manifest

Item Value

Datasets Set of files {Name of the file}
Eg: {File1,File2}

Controller domain The domain name of the data controller
Eg: Alice

Policies Set of policies {Name of the policy}
Eg: {Policy1, Policy2}

Sender domain The domain name of the data sender
Eg: Alice

Recipient domain The domain name of the recipient
Eg: Bob

Timestamp The timestamp of the manifest generation
Eg: 20161206 9:34:10
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2.2.2 Conceptual model of policies

Policies that apply to a dataset are regulated by the controller who controls

its access and usage [109, 78]. Based on these regulated policies, auditors

can verify the compliance of data operation requests. Authorization for

these requests is granted only when they align with the policies, after which

they are authorized with the cryptographic keys of the pointed auditors

before being executed.

Consequently, natural language policies need to be structured to encom-

pass crucial information. Figure 2-2 presents the conceptual model of

policies, composed of authorisations, obligations, and environmental con-

ditions [117, 82].

Figure 2-2: Conceptual model of policies. It regulates the required audi-
tors for giving “Authorisation” to certain requests. The compliant data
operation is described within the “Obligation”. Since “Obligation” can
vary under different “Environmental conditions”, the latter is also speci-
fied in the policy. The purpose, period, and spatio-temporal granularity in
the “Operational condition” clarify the rights and duties in a fine-grained
manner.

These elements are defined and explained as follows:

(1) Authorisation

The component of authorisation regulates the auditors that are needed for

checking the plan or request of data operations. For instance, the data

controller may designate Auditor1 and Auditor2 as authorized auditors for
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Dataset1. This implies that any requests involving operations on Dataset1

must contain the signatures of both these two auditors for subsequent

execution.

(2) Obligation

The component of obligation delineates mandatory requirements that sub-

jects must adhere to. For example, consider a scenario where a data

controller, named “Alice”, is obligated to transfer “Dataset1” to the des-

ignated receiver, “Bob”. Obviously, except for transferring, many other

data operations can be described here.

(3) Environmental condition

The environmental condition specifies contextual prerequisites that must

be met for a particular obligation to come into effect. For instance, con-

sider the scenario where an obligation for “Alice” to transfer “Dataset1”

to “Bob” only arises in the event of a fire catastrophe. When this spe-

cific environmental requirement is fulfilled, the corresponding obligation

is activated, enabling auditors to authorize the associated data operation

requests.

(4) Operational condition

The operational conditions encompass three key aspects:

• Conditions by purpose [21]: This refers to the specific circum-

stances that define the purpose or intention of the data operation.

For instance, the purpose could be “commercial use” “public safety

use” or “research use”, etc.

• Spatio-temporal granularity (S-T granularity) [21]: It deter-

mines the temporal scale of conducting the operation, such as “sec-
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ondly”, “minutely”, “hourly”, or “daily”, etc.

• Time Period: It specifies the duration of the data operation can

be executed, indicating the time span during which the operation

remains active.

An example of structuring a policy with the proposed conceptual model

is presented in Table 2.2. In this policy, “Alice” is obliged to transfer the

dataset to “Bob” upon “Bob”’s request during an emergency. Operations

on this dataset require the authorizations from “Auditor1” and “Auditor2”.

The “Operational condition” limits the usage of this dataset to research,

and temporal scope of the operation is limited to the year 2020.

Table 2.2: An example of a policy

Components Value

<Authorization> Auditor1 and Auditor2

<Obligation> Alice is obliged to send dataset to Bob

<Environmental condition> With the request from Bob

<Operational condition> <Purpose> Research
<Period> In 2020
<S-T granularity> By default

The conceptual model can structure policies for their mapping into exe-

cutable statements, automating the following enforcement2. Specifically,

the enforcement process of structured natural language policies is as fol-

lowing: according to the manifest, the planner sends operation requests

with the domain name of the designated auditors and the correspond-

ing policies. Subsequently, the appointed auditors response, by grant-

ing authorization to requests aligned with the respective policies. Conse-

quently, compliant requests with requisite auditor signatures are executed.
2It is worth noting that this conceptual model primarily focuses on the expressivity of

the normative concept of “obligation”, while the concept of “Hohfeldian power” [158] is
not included. There are various alternative conceptual models for representing different
norms [25, 162, 146, 42]. Due to the limitations of space and the specific focus of the
research question, the expressiveness of the conceptual model is not discussed in detail
here.
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Through this approach, the operational regulations set by the data con-

trollers are enforced. In the following sections, Section 2.3 elaborates on

the realization of audit function, and Section 2.4 describes the infrastruc-

ture that supports the entire requests auditing and execution processes,

enabling cross-domain data sharing.

2.3 Auditing process

2.3.1 Fulfill audit function with Jason

The function of audit is realized by auditors. The concept of an “auditor”

in this dissertation shares functional similarities with real-life auditors, yet

with certain distinctions. In terms of functionality, both types of auditors

assess whether specific operations adhere to compliance and determine

whether certain activities should be approved. However, it is important

to note that real-life auditors are humans, whereas here auditors are de-

signed components that automatically execute the auditing responsibili-

ties through programmed code. To achieve this, an AgentSpeak language,

Jason [15, 144], is employed to implement the audit function.

Jason is primarily employed for modeling multi-agent systems based on

belief-desire-intention (BDI) framework [86, 116]. The BDI framework

equips agents with information about their environment as beliefs; their

potential activities as desires; and the specific actions they choose to un-

dertake as intentions. Therefore, the embedding of the BDI framework

allows Jason to effectively capture interactions among agents. To bridge

the gap between desires and intentions, agents require a reasoning system.

This approach uses the procedural reasoning system (PRS) [182, 31] to

facilitate agents in selecting and carrying out appropriate activities. The

combination of the BDI framework and PRS enables agents created by

Jason to effectively realize the audit function.
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When employing Jason with a embedded designed PRS to fulfill the role

of auditors, auditors are modeled as agents. For each request, the neces-

sary auditors respond with an assessment of compliance and a subsequent

authorization decision, which is facilitated by a reasoning process. This

process is guided by their beliefs and predefined reasoning rules. For in-

stance, the referenced policies and the sensed environmental condition are

beliefs; how to grant authorizations based on these beliefs are predefined

reasoning rules. The reasoning rule is straightforward: auditors compare

the requests with the policies, if no conflicts arise, they assign authori-

sations, otherwise they refuse. In this way, Jason effectively realizes the

audit function.

While it is true that the audit function can be implemented by other

alternative programming languages, the utilization of Jason offers several

distinct advantages. These advantages include, but are not limited to the

following:

• Reactive pattern: Jason supports agents with a reactive pattern.

This proves advantageous for auditors, as it enables them to remain

responsive to requests.

• Autonomy of auditors: Jason empowers auditors with auton-

omy. Auditors can independently reason and evaluate requests, then

generate appropriate authorization outputs. This active decision-

making ability aligns well with the role of auditors in assessing com-

pliance.

• Java-based extensibility: Developed in Java, Jason boasts inher-

ent extensibility. This feature proves valuable for the auditing pro-

cess as it facilitates seamless communication between the auditing

component and the external environment. This means that auditors

can readily update their environmental beliefs through sensors and

transmit authorized requests to servers for execution.
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In all, the combination of these features of Jason effectively addresses the

specific requirements of modeling auditors for the auditing process. In the

following, a concrete example is given to elaborate on how to use Jason to

realize the auditing process.

2.3.2 An example of requests auditing in Jason

To reduce the cognitive load for readers, we directly use the auditing pro-

cess in the ArenA use-case as an example to explain how the audit function

can be realized by Jason, in the context of enforcing data sharing policies

that adapt to the environment. In this part, the background information

about the ArenA use-case is first presented, followed by structuring the

involved policies by the data manifest and conceptual model proposed in

Section 2.2. Finally, the automatic auditing process on data operation

requests is exhibited.

(1) Background information about the ArenA use-case

The Johan Cruijff ArenA, the main stadium of Amsterdam, witnessed a

tragic incident during an outflow of over 60,000 visitors in 2018. This

accident occurred near a pedestrian bridge and necessitated urgent and

coordinated response tasks, including dispatching ambulances, directing

traffic, guiding visitors, and cleaning the scene. Multiple departments,

including the police, traffic management, fire department, and the ArenA

Operational Mobility Center (OMC), were involved in this complex emer-

gency situation, demanding rapid information exchange.

In this case, one task for the traffic coordinators from Traffic Management

Operations Amsterdam (VMCA3) was to divert traffic away from the in-

cident. During this process, VMCA sent requests to OMC, asking for the

necessary dynamic parking lot data from the OMC.

3https://nonoa.nl/projecten/verkeersmanagement-centrale-amsterdam
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(2) Environment adaptive data sharing policy

To ensure privacy and safety, the data sharing process is expected to ad-

here to the policy:

Under normal conditions, the parking data is private to the

OMC (data controller). However, when an emergency occurs,

OMC has the obligation to share parking data with VMCA for

traffic diversion.

By applying the policy concepts in Section 2.2, this policy can be repre-

sented as shown in Table 2.3.

Table 2.3: An environment adaptive data sharing policy

Components Value

<Authorisations> Auditor1 and Auditor2

<Obligation> OMC is obliged to send dataset to

the VMCA

<Environmental Condition> Emergency

<Operational Conditions> <Purpose> Traffic diversion
<Period> During the diversion task
<S-T granularity> By default

(3) Data sharing requests auditing by Jason

The structured policy can then be saved as a belief for auditors, and

meanwhile the requests containing the intended operations on the data

objects:

1 //Policies − policy(Policy_name, Auditor, Dataset, Sender, Receiver, Purpose,

Environmental Condition)

2 policy(policy1, auditor1, parking1, omc, vmca, traffic_diversion,

emergency_condition).

3 policy(policy1, auditor2, parking1, omc, vmca, traffic_diversion,

emergency_condition).
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4 //Pending request − request(Dataset, Sender, Receiver, Purpose, Time)

5 request(parking1,omc,vmca,traffic_diversion,2020,07,06,23,45,0);

In this provided code snippet, policies are saved as beliefs of auditors.

These policies contain the obligations and the information of which audi-

tors are required to give authorisations. In the given example, “Policy1”

specifies that “Auditor1” and “Auditor2” are tasked with auditing requests

related to the dataset “parking1”. Regarding the pending request, it

represents a data operation that “OMC transfer the dataset ‘parking1’to

VMCA for traffic diversion”, and this request was generated at 23:45:00

on July 6th, 2020.

Additionally, considering the environmental condition is a determinant

in the authorization decision, the sensed environmental condition is also

included in auditors’ beliefs. When under normal condition, the related

belief is:

1 // When the environmental condition is normal condition or non−emergency

condition

2 +~emergency_condition

However, when emergency happens, the auditor can “sense” the change:

1 // Check if the received message contains the emergency event

2 public static boolean eventsubset(String argv){

3 String regex = "EVENT_EMERGENCY_ON";

4 Pattern pattern = Pattern.compile(regex);

5 Matcher matcher = pattern.matcher(argv);

6 if (matcher.find()){

7 return true;

8 }

9 return false;

10 }

11

12 // Read messages from rabbitmq queue "sensor.event"

13 public static void receiveEnv() throws Exception {

14 ...

15 DeliverCallback deliverCallback = (consumerTag, delivery) -> {
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16 if(delivery != null){

17 String message = new String(delivery.getBody(), "UTF−8");

18 if(eventsubset(message)){

19 Literal emerCon = Literal.parseLiteral("~

emergency_condition");

20 addPercept(emerCon);

21 System.out.println("Received alarm.");

22 }

23 }

24 }

25 ...

26 }

Correspondingly, the auditors’ belief about the environmental condition

in Jason will be updated as:

1 // When the environmental condition is emergency condition

2 +emergency_condition

For auditors, their reasoning rule is to check the components within the

requests, including the dataset, the sender, the recipient, purpose, and so

on; then they authorize if there are no conflicts.

1 // Reasoning rule − Authorisation

2 authorisation(Dataset_r,Sender_r,Recipient_r,Policy_m,Purpose_r,auditor)

:-

3 emergency_condition & policy(Policy_id,Pointed_auditor,Data_object,

Sender,Recipient,Purpose, Environment_Condition) & Policy_m ==

Policy_id & auditor == Pointed_auditor & Dataset_r == Data_object &

Sender_r == Sender & Recipient_r == Recipient & Purpose_r == Purpose.

4

5 // Reasoning rule− Refuse

6 refuse(Dataset_r,Sender_r,Recipient_r,Policy_m,Purpose_r,auditor) :-

7 policy(Policy_id,Pointed_auditor,Data_object,Sender,Recipient,Purpose

, Environment_Condition)

8 & Policy_m == Policy_id & auditor == Pointed_auditor

9 & (~emergency_condition | Dataset_r \== Data_object | Sender_r \==

Sender | Recipient_r \== Recipient | Purpose_r \== Purpose).

Finally, the auditors will authorize compliant requests and broadcast the
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auditing results:

1 // Output − Authorisation

2 +request_auditors(Dataset,Sender,Recipient,Policy,Purpose)[source(Agent)

]:

3 .my_name(Auditor_Name)

4 & permission(Dataset,Sender,Recipient,Policy,Purpose,Auditor_Name)

5 <- .print("This request has been authorised by ", Auditor_Name);

6 !authorised(Dataset,Sender,Recipient,Policy,Purpose,Auditor_Name).

7 +!authorised(Dataset,Sender,Recipient,Policy,Purpose,Auditor_Name)

8 <- .broadcast(tell, authorised(Dataset,Sender,Recipient,Policy,

Purpose,Auditor_Name)).

9

10 // Output−Refuse

11 +request_auditors(Dataset,Sender,Recipient,Policy,Purpose)[source(Agent)

]:

12 .my_name(Auditor_Name)

13 & refuse(Dataset,Sender,Recipient,Policy,Purpose,Auditor_Name)

14 <- .print("This request has been refused by ", Auditor_Name);

15 !refused(Dataset,Sender,Recipient,Policy,Purpose,Auditor_Name).

16 +!refused(Dataset,Sender,Recipient,Policy,Purpose,Auditor_Name)

17 <- .broadcast(tell, refused(Dataset,Sender,Recipient,Policy,Purpose,

Auditor_Name)).

Here is an example of reported log:

1 [auditor1] This request has been authorised by auditor1

2 [auditor2] This request has been authorised by auditor2

3 [Planner] Request: Transfer parking1 from omc to vmca for

traffic_diversion is authorised by auditor1

4 [Planner] Request: Transfer parking1 from omc to vmca for

traffic_diversion is authorised by auditor2

5 [Planner] Request: transfer parking1 from omc to vmca for

traffic_diversion can be executed.

6 [Planner] No requests need to be audited.

In this manner, the audit function is realized by Jason, ensuring that the

authorized data operation requests adhere to the policies associated with

the dataset. Subsequently, authorized requests can be executed within the

proposed infrastructure.

29



2.4 Infrastructure

In order to operationalize the environmental adaptive data sharing poli-

cies, a multi-domain infrastructure is required to integrate all the nec-

essary components for realizing data auditing, data transfer, networking,

and more. This section provides an introduction to the essential functional

components within this infrastructure.

This infrastructure consists of functionally independent components that

can communicate with each other through a built network. Each compo-

nent has its own set of functions, with some parts exposed and available

for invocation by other components. This enables effective collaboration

between components from different domains, such as OMC and VMCA in

the ArenA use-case, for accomplishing complex tasks.

Figure 2-3: The infrastructure components are categorized into three
groups based on their functions. 1) Components for auditing, this cate-
gory includes the “Auditor” and “State manager” components, which form
the “auditing layer”. 2) Components for controlling, these components are
managed by the “Planner” which collects necessary information from the
“Data registry”. Data requests are then executed by the “Data bucket
controller” which initiates the “Data bucket”. 3) Components for secure
communication, the four components at the bottom guarantee within and
cross-domain communication among components.
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Based on their functions, these components can be categorized into three

groups: 1) components for auditing; 2) components for controlling; and 3)

components for secure communication, as illustrated in Figure 2-3. The

first category is responsible for realizing the auditing function, constitut-

ing the “auditing layer”. The second category focuses on coordinating

components and executing data requests, forming the “controlling layer”.

The last category supports communication among components and play

a crucial role throughout the entire request sending, auditing, and execu-

tion processes. The following of this section dives into the details of these

components.

2.4.1 Components for auditing

This subsection introduces two essential components responsible for real-

izing the auditing process: the auditor and the state manager.

(1) Auditor

The auditor component serves the purpose of listening to requests from the

message queue, examining these requests, and authorizing those that com-

ply with the defined policies. Auditor components function autonomously,

and organizations possess the liberty to appoint their trusted auditors to

oversee operation requests concerning specific datasets. This decentral-

ized distribution of auditors ensures a level of authority distribution, and

augments the overall security of data sharing.

(2) State manager

As previously mentioned, auditors need to perceive changes in the envi-

ronment. The state manager plays a pivotal role in this by broadcasting

the updated environmental condition network-wide. To illustrate, within

the ArenaA use-case, an emergency triggers a front application. Conse-
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quently, the state manager undertakes the responsibility of broadcasting

this event via the message queue. Then auditors can update their beliefs

by listening to the message queue.

2.4.2 Components for controlling

This subsection delves into the crucial components that handle the orches-

tration and execution of data operations.

(1) Planner

Planners play the role as a coordinator of actions that have to be taken in

order to realize some predefined goals. A planner broadcasts requests on a

message queue, and waits for authorized requests. Once a planner receives

authorized requests, it subsequently contacts the related components to

execute the approved operation. For instance, if a data transfer request

is authorized, then the planner contacts the corresponding data bucket

controller to enforce the transfer process.

The planner, acting as a coordinator, fulfills the role of broadcasting data

operation requests on the message queue. It awaits the authorization of

these requests. Once authorized, the planner triggers a series of actions.

It contacts the relevant components to execute the approved operations.

For instance, if an authorized data transfer request surfaces, the planner

communicates with the corresponding data bucket controller to initiate

the transfer process.

(2) Data registry

A vital role of the data registry is to facilitate the publication and main-

tenance of data catalogues. It serves as a query endpoint for the discov-

ery of new datasets and the provision of infrastructural details. These

details may include information about which bucket controller is tasked

32



with overseeing a particular dataset. Therefore, data registry ensures that

the planner effectively connects with the appropriate bucket controller.

(3) Data bucket controller

Initiated by the planner, the data bucket controller ensures again the re-

quests are with all the required signatures from auditors. It then estab-

lishes Virtual Private Network (VPN) tunnels, and subsequently, launches

data buckets. These data buckets function as endpoint containers, exe-

cuting the actual transfer operations. Importantly, the bucket controller

dynamically links the tunnel interfaces to the data bucket containers dur-

ing runtime.

(4) Data bucket

Data buckets are transient and only generated by the bucket controller.

This approach minimizes data exposure and thereby mitigates potential

security vulnerabilities. The network interface of data buckets remains

under the strict control of the bucket controller. Through dedicated VPN

connections, the bucket controller establishes links between the sender and

receiver buckets.

Notably, data buckets do not have any network connectivity or associated

interfaces by default. When a request triggers bucket controllers, the

controllers configure encrypted VPN connections between buckets using

Wireguard [43]. Furthermore, controllers save the VPN interfaces into the

network namespace [34] of the respective buckets.

The VPN encryption keys are request-specific, ensuring distinct keys for

each operation. Once a request is completed, the network interfaces are

removed from the containers to avert unauthorized communication.

It’s important to note that while our current use-case focuses on enforcing

data sharing policies, the system can be extended to involve data com-
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puting. For such scenarios, analogous mechanisms can be established. By

creating compute interfaces responsible for executing computations, and

compute interface controllers for launching these interfaces, more complex

requests could be executed effectively.

2.4.3 Components for secure communication

This subsection elaborates on the essential components that facilitate se-

cure and authenticated communication within the multi-domain infras-

tructure.

(1) Certification Authority (CA)

The Certification Authority (CA) plays a crucial role in assigning crypto-

graphic public/private keys to components within its domain. These keys

enable secure communication among domains and components. A public

key serves as the unique address of a component, while the corresponding

private key facilitate identifying the sender of messages. Communications

between components are signed using their private keys, and these signa-

tures can be verified by any node in the network through the public key.

Notably, these cryptographic addresses are non-transferable, enhancing

traceability. This aspect is pivotal for auditing, as it ensures that actions

signed by a component can always be traced back to the source. This

feature further enables the auditing process by allowing verification of the

sender of requests or messages. The translation of public key addresses to

IP endpoints is achieved through name services.

Under this cryptographic addressing scheme, functions within components

can be invoked using routes, designated as “hDPK/hCPK/mN/fN”. Here,

hDPK represents the hashed public key of the domain root level certifi-

cate4, hCPK signifies the hashed address of a specific component, mN
4This certificate is used to sign component addresses, and its hashing minimizes

address length, an advantage in most message queue systems
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corresponds to the module name within the component, and fN signifies

the function name. To enable the identification of modules and functions,

“Component registry” is introduced to store these details, rendering these

names discoverable.

(2) Component registry

Serving as an address book, the component registry plays a pivotal role

in exposing the names of components, modules, and functions. These

exposed addresses enable accurate and effective connections to be estab-

lished.

(3) Domain border message router

The domain border message router serves as a point of contact between

domains. This router utilizes the hashed public key of the receiver domain

to forward messages. In scenarios where messages are received from other

trusted domains, the router places these messages in the local message

queue. This function ensures secure and seamless inter-domain communi-

cation.

(4) Message logger

The message logger maintains an immutable and tamper-proof database

of messages. Given the absence of a central authority controlling the logs,

each domain is responsible for capturing sufficient logging information

from other domains. A policy decision might entail cross-logging with an-

other domain, minimizing the potential for tampering with one’s own logs.

The primary purpose of this message record is to facilitate the postmortem

analysis5 of policy violations. Such violations could arise from incorrect

policy implementation or from malicious attempts to subvert the policy.
5Also known as post-audit. This chapter primarily focuses on pre-auditing and

enabling the execution of compliant operations.
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Putting it all together, the components designed for auditing constitute

the auditing layer, while those for controlling constitute the controlling

layer. The former assesses the compliance of operation requests, and the

latter carries out the execution of compliant requests. These layers are

interconnected and facilitated by communication components. The pro-

cess within the auditing layer has been detailed in Section 2.3. Moving to

the controlling layer, approved requests are executed as depicted in Fig-

ure 2-4: pending requests trigger data bucket controllers to initiate data

buckets, which are interconnected via VPN. Data transfer occurs through

this VPN tunnel. The execution of each request is recorded in the message

logger component, ensuring a record for future reference or post-auditing

purposes. As a result, data operational policies are enforced through the

combined efforts of the auditing and controlling layers6.

Figure 2-4: Data transfer between domains. There are two domains in the
figure running controllers, OMC and VMCA. The domains are executing
the requests list presented on the top left. When executing the request
of transferring dataset from OMC to VMCA, data bucket controllers of
OMC and VMCA create their data buckets, and these two buckets are
connected via VPN. The message logger component located at the top
right is updated with the occurred transfer.

6It is worth mentioning that the approach presented in this chapter may remind our
readers of a rule-based data access control model. However, there are some essential
differences between them. Firstly, the enforced objects here are obligations, which in-
volve proactive initiations of data operations and require passive pre-auditing of these
operations. In contrast, a rule-based data access control model primarily focuses on
passive permissions or rejections upon received requests. Therefore, they differ func-
tionality. Additionally, in this approach, each party can choose its trusted domains
to manage the auditing responsibility. This decentralization feature distinguishes this
approach from access control models which typically rely on a centralized authority at
the data controller’s end.
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2.5 A concrete application of the approach

in the ArenA use-case

This section demonstrates the application of our approach to the ArenA

use-case, enforcing the environmental adaptive data sharing policy. The

section begins by outlining the information flow within the infrastructure

relevant to the use-case, and then presents a concise overview of the pol-

icy enforcement process. It’s worth to mention that while the use-case

primarily focuses on data sharing, this proposed approach is also applica-

ble to data access and to managing algorithms or application permissions

related to protected datasets.

2.5.1 Information flow of the ArenA use-case

In the use-case, the two parties OMC and VMCA maintain their own

administrative domain and host necessary components that facilitate the

auditing and controlling layers. The coordination of data operation re-

quests is encoded and managed by the planner component. Note that

the planner can technically reside in either domain, and the decision on

its hosting depends on mutual agreement between the parties involved.

Figure 2-5 illustrates the complete information flow and component in-

teractions involved in enforcing the environmental adaptive policy in the

ArenA use-case. These interactions are presented in chronological order

in the subsequent paragraphs.

When an emergency occurs, the front application sends relevant informa-

tion to the OMC’s state manager. This event is then broadcasted across

the network and captured by auditors from both OMC and VMCA, leading

to an update of their respective beliefs about the environmental condition.

The state managers in each domain also register this event in the message

logger.
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Figure 2-5: Information flow in the ArenA use-case. Components are listed
on the left side. The broadcasting of the data operation request is triggered
by the alarm of emergencies. Subsequently, auditor components of each
domain fulfill the auditing responsibility and send the signed request back
to the planner. The planner then forwards the authorized request to the
bucket controllers of OMC and VMCA, who establish the VPN tunnel
between endpoints for data transfer.

Following this, the planner is activated by the event trigger, sending the re-

quest that awaits authorizations to the auditors of both OMC and VMCA

domains. These auditors assess the requests using the manifest, engage

in reasoning, and return the signed request, either authorized or rejected,

to the planner who initiated the request. Subsequently, the planner issues

the controllers on both domains to initiate the transfer if the request is

approved.

In the controlling layer, the controllers of both OMC and VMCA validate

the signatures and establish dedicated VPNs along with containerized ser-

vices to host the requisite server/client programs for data transfer. Once
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the authorized request is successfully executed, the controllers remove the

connections and services. Henceforth, the entire process of triggering, au-

diting, and executing is successfully accomplished.

2.5.2 Demonstrating approach applicability

This section demonstrates the applicability of the proposed approach in

the use-case. The demonstration illustrates how the same data operation

request is processed under different environmental conditions. To better

simulate the scenario, a front-end application is designed to trigger the oc-

currence of an emergency, as shown in Figure 2-6. The complete version of

the demonstration is accessible through this link: https://bitbucket.org/uva-

sne/demonstration-ieee-bigdatase2020/downloads/, and the correspond-

ing source code can be found in https://github.com/dl4ld.

Figure 2-6: The front-end application of the demonstration. The left
panel includes involved domains and their components. The right panel
shows the application of triggering the emergency, where the “Activate
Emergency” button triggers the state manager component to broadcast
the emergency condition; the “Deactivate Emergency” button corresponds
to lifting the emergency condition.

Figure 2-6 presents a working prototype of the ArenA use-case. The left

panel features a three-color ring representing the OMC, VMCA, and police

domains. The black blocks within the rings represent domain components.

The right panel shows the designed front-end application for triggering

emergencies.
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(a)

(b)

Figure 2-7: The auditing process of the same data operation request un-
der different environmental conditions. Communications among domains
and their components are displayed on the left panel, while the auditing
process of auditors from OMC and VMCA is depicted on the right panel.
Figure 2-7(a) illustrates auditors rejecting the request under normal con-
ditions, while Figure 2-7(b) depicts auditors authorizing the request under
emergency conditions.

Figure 2-7(a) and (b) illustrate the auditing process of the same data op-

eration request under normal and emergency conditions, respectively. The

left panel outlines domains and their components, the links between com-

ponents represent their communication. The right panel provides details

of the request auditing process at the auditors of OMC and VMCA.

As observed, under normal conditions, auditors reject the data request, as

depicted in Figure 2-7(a). However, when an emergency occurs, auditors’

belief about the environmental condition changes upon receiving an alarm
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from the police agent. Consequently, under emergency conditions, the

same data operation request receives authorization from the auditors.

This demonstration showcases how the proposed approach enforces the

environmental adaptive policy in the ArenA use-case. It’s important

to note that, for enhanced reader comprehension, only certain auditing

and controlling components are visible, while other necessary components

are operational in the background without explicit representation in the

demonstration.

2.6 Concluding remarks

This chapter aims to enforce environmental adaptive data sharing poli-

cies. To achieve this goal, three concrete challenges proposed in Section 2.1

need to be addressed. This section briefly summarizes the answers to the

questions, and discusses the advantages and limitations of the proposed

approach.

• Policy modeling: A conceptual model of policies (illustrated in

Figure 2-2) has been proposed to structure natural language policies

for subsequent mapping to executable programming language.

• Audit function: The audit function has been realized using Jason,

a belief-desire-intention framework based on Java. Auditor agents

created by Jason can store policies, environmental conditions, and

pending requests as beliefs, enabling them to reason and make au-

thorization or refusal decisions. The detailed auditing process is

provided in Section 2.3.

• Infrastructure: The infrastructure comprises an auditing layer and

a controlling layer to realize the designed auditing and execution

processes, supporting request transmission and coordination, envi-

ronmental condition broadcasting and updating. More details are
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available in Section 2.4.

The proposed approach offers several features in enforcing data sharing

policies. Firstly, its decentralization eliminates the need for a single con-

trolling party. Each party can choose its trusted domains to manage the

auditing responsibility for requests involving their datasets. This decen-

tralized approach enhances flexibility and autonomy in cross-domain co-

operation.

Secondly, its supportive infrastructure is highly extensible in both the

auditing and controlling layers. In the auditing layer, while our use-case

enforces a single data operational policy, real-world scenarios often involve

the need to enforce multiple policies simultaneously. This can be accom-

modated by adjusting the “Policies” item value in the data manifest (see

Table 2.1) and updating auditors’ beliefs about policies.

In the controlling layer, although the executed operation in the ArenA use-

case involves a simple data transfer between domains (achieved through

data bucket controllers and data buckets), the infrastructure can be ex-

panded to handle other data operations, such as data computation. This

can be effectively achieved by designing compute interface controller com-

ponents to manage compute interface components.

However, the proposed approach does have certain limitations. Since in-

volved parties retain control over their own administrative domains, there

remains the possibility for malicious domains to privately share data with

other parties. For instance, the infrastructure may not be able to pre-

vent VMCA from discreetly sharing OMC’s data with an external party.

Counteracting such potential non-compliant behaviors requires additional

efforts, such as introducing dataset tracking process by incorporating data

watermarking technologies or implementing incentive mechanisms to dis-

courage potential malicious actions.
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Chapter 3

Coordinating

incentive-integrated

multi-domain workflows

Abstract: This chapter addresses RQ 2, “How to enforce

incentive-integrated cross-domain workflows?” To deter

potential non-compliance with unenforceable off-chain tasks, this

chapter proposes a solution that integrates a peer auditing process

into workflow enforcement, thereby providing additional motiva-

tion for parties to fulfill off-chain tasks.

A version of the work in this chapter is accepted as “Enabling Collaborative Multi-
Domain Applications: A Blockchain-Based Solution with Petri Net Workflow Modeling
and Incentivization” in The Fifth IEEE International Conference on Trust, Privacy
and Security in Intelligent Systems, and Applications (TPS), 2023.
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Figure 3-1: Graphical abstract of Chapter 3
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3.1 Introduction

Blockchain technology enables the updating of timestamped transaction

data on distributed ledgers, offering advantages such as decentralization,

transparency, immutability, and auditability [186]. Blockchain offers a

programmable environment for the execution of smart contracts, computer

protocols specifically designed to facilitate collaborations across multiple

domains, eliminating the necessity for trusted third parties [98]. In the

past decade, blockchain-based smart contracts have rapidly developed and

have been widely applied in industries, varying from finance [139], internet

of things (IoT) [170, 124], supply chain [88, 27] to electronic health [24].

To leverage blockchain-based smart contracts for enforcing multi-domain

workflows, protocols [97] or policies [190, 135], two requirements are needed.

The first one is to model and verify smart contracts at the contract-

level [155], ensuring that the self-executing programs are properly map-

ping the designed tasks within the workflow. Secondly, we need to execute

the smart contract safely, which requires a collaborative infrastructure that

can execute the programs in the workflows (also called applications) at the

program-level.

However, even if these two requirements are satisfied, non-compliant be-

haviors can still occur during the execution of the workflow, particularly

when the workflow involves tasks that must be executed off-chain, since

these off-chain tasks are not visible to all parties involved in the workflow

execution. To address this challenge, one approach is introducing triggers

to receive and send messages between on-chain smart contract and off-

chain interfaces. In this way, triggers connect blockchain to the internal

processes of domains and further enforce the regulated workflow [174]. In

reality, however, domains may be motivated to deviate from regulations in

order to maximize their own utilities. For example, they might skip certain

off-chain tasks while claiming that the tasks have been well executed.
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Under these circumstances, incentives, which allow punishing or rewarding

domains according to their previous performance, have great potential to

be deployed into smart contracts. With the complement of incentives

at the contract-level, the security of coordinating the on-chain and off-

chain workflow in multi-domain scenarios can be enhanced. Hence, the

new requirements for blockchain-based smart contract are summarized as

follows:

• Contract-level: map, encode, verify, and coordinate the tasks within

the workflow, while ensuring parties are incentivized to fulfill their

tasks, especially the off-chain ones

• Program-level: build collaborative infrastructure that is capable

of identity management, data-flow management, and control-flow

management

To fulfill these requirements at both the contract-level and program-level,

three specific questions need to be addressed: 1) What type of incen-

tive mechanism should be adopted? 2) How can incentives be integrated

into the workflow? 3) How to technically enforce this incentive-integrated

cross-domain workflow? The purpose of this chapter is to shed light on

these questions and explore a practical solution.

In this chapter, a solution is proposed that utilizes an incentive-integrated

workflow along with blockchain technology to choreograph multi-domain

workflows. To provide a comprehensive understanding of the solution,

this chapter starts by introducing the fundamental involved concepts in

Section 3.2. Following this, the specific implementation details of the

blockchain-based Petri nets are elaborated in Section 3.3. To validate

the applicability of the proposed solution, a distributed denial-of-service

(DDoS) use-case is employed in Section 3.4 to demonstrate the function-

ality of the approach. This chapter concludes by presenting findings and

comparing the solution with related works in Section 3.5.
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3.2 Preliminaries

3.2.1 Blockchain and smart contract

Blockchain is a distributed ledger that preserves the integrity and im-

mutability of a series of blocks. Each block in the chain is connected to the

previous one through cryptographic hashes, containing information from

the prior block, timestamps, and transaction information. This design al-

lows for the creation of a tamper-proof chain of blocks. The fundamental

feature of blockchain technology is that every involved party can main-

tain a synchronized copy of the blockchain, enabling multiple domains to

transact without relying on a trusted central server.

The functionality of blockchain is extended and expanded with the emer-

gence and development of smart contracts. As a computer protocol de-

signed for executing applications, smart contracts can maintain the work-

flow between multiple domains when coupled with blockchain [149]. Con-

sequently, the combination of smart contracts with blockchain technology

has made it possible to enforce more complex rules, contracts, and policies

among multiple domains meanwhile tracking the progress of execution.

Blockchain-based smart contracts have been widely and rapidly devel-

oped [98]. The foundation of blockchain-based smart contracts is built

on four key components: 1) smart contracts, which enable the execu-

tion of complex agreements by automating the processes and enforcing the

tasks in the workflow; 2) ledger, which provides complete and immutable

records shared by all the peers; 3) wallet, which utilizes a Public Key In-

frastructure (PKI) system to allow users access to the ledger, and assigns

“ownership” of ledger records using key signatures; and 4) consensus,

which ensures the agreement of peers regarding the ledger. These four

components work together to create a secure and decentralized system for

executing agreements across multiple domains, as exhibited in Figure 3-2.
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Figure 3-2: Four pillars of the blockchain-based smart contract: smart
contracts, public ledger, wallet, and consensus. The life cycle of smart
contracts consists of three phases: generation, deployment, and execution.
Starting from the deployment phase, the completion of every activity or
operation is recorded as a new block on the public ledger. The successful
recording relies on wallet and consensus. The wallet uses a public key
infrastructure system, enabling the identification of block creator. Mean-
while, the consensus algorithm ensures that all parties agree on the records
on the public ledger.

It is worth noting that since all peers update the same ledger, there is a

potential risk of breaking consistency. Consensus itself can be an attack

vector, for example, in Sybil attack, a peer controlling the ordering can

control what gets written. To mitigate the risk, most public blockchain

setups apply proof-of-work consensus, which requires an attacker to control

more than 50% of the compute power to control the network [55]. Proof-of-

work consensus provides higher security at the cost of high computational

power. However, in less malicious environments, traditional consensus

such as Paxos or Raft can be used [145] to decrease costs. In this study,

we consider the scenario that all parties intend to collaborate and have

a semi-trustful relationship with other peers. Hence, we apply the Raft

consensus algorithm.
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3.2.2 Petri net

As Figure 3-2 presented, smart contract generation is the starting point

of a smart contract life cycle. At this phase, the physical contract needs

to be mapped and encoded into executable codes, where the properties of

interactions and the external environment can be expressed and verified.

Approaches such as process algebras [127], set-based methods [73], and

state-transition systems [75] are commonly used. Considering the aim

of this chapter, and the fact that state-transition systems can naturally

model the business artifacts in process-oriented contracts, state-transition

systems are selected to map and verify the workflow among the domains.

A Petri net is a representative state-transition language proposed by Carl

Adam Petri [122]. It consists of four fundamental elements: places, tran-

sitions, tokens, and arcs that enable Petri nets to model the processes in

workflows, policies, or protocols. Figure 3-3 gives an example of a classical

Petri net.

Figure 3-3: The Petri net is a state-transition language used to model
workflows, consisting of three fundamental elements: tokens, places, and
transitions. Places are connected by transitions, which correspond to tasks
or activities in a workflow, while tokens serve as triggers for transitions.
Specifically, when all the input places have tokens, the following transition
can be fired. Once fired, the transition generates new tokens and places
them in the output places of the fired transition. Markings, which record
the current distribution of tokens, reflect the state of the Petri net.
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A Petri net is essentially a graph composed of places and transitions.

Places are token holders, and transitions move tokens from input places to

output places. Transitions can be considered as actions and are connected

to input/output places by arcs. When all input places of a transition

are have tokens, the following transition is fired, during which the action

represented by the transition is executed. Subsequently, new tokens are

generated by the fired transition, and placed in all the output places of

the fired transition. The distribution of tokens among places is called a

marking, which reflects the current state of the workflow.

Petri nets have the advantage to intuitively represent the entire workflow

as well as the real-time process state. Meanwhile, they are adept at detect-

ing and verifying potential logical errors, such as deadlocks or live locks

for their mathematical properties [192], enhancing the security of smart

contracts. Therefore, Petri nets have been applied in coordinating cross-

domain workflows, for example, [81] applied extended Petri nets equipped

with interfaces with Oracles that are used to receive external information,

in order to cope with workflows that require external data. As Figure 3-3

shows, when the external requirement is satisfied, the Oracle interface can

put the token into the place, and trigger the following tasks.

However, off-chain tasks extend beyond mere data transfer; they can in-

volve complex processes that may not always be enforceable. For instance,

in a supply chain workflow, a manufacturer may fail to deliver the product

to the wholesaler, but falsely declare the task as “accomplished” on the

blockchain. Such deviation to the workflow might lead to the collapse of

cooperation. Therefore, this solution aims at integrating incentives into

classical Petri nets to enhance the enforcement of off-chain tasks in cross-

domain workflows. This integration promotes cooperation and reduces the

risk of non-compliance among involved parties.
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3.2.3 Token economy

A token economy is prevalent in behavior modification programs in social

science [83, 77]. These programs typically consist of three essential compo-

nents: the target behaviors that are wished to be reinforced; the tokens

earned for engaging in those behaviors; and the back-up reinforcers that

can be obtained by exchanging tokens as rewards. For example, in a sup-

ply chain workflow, a wholesaler may incentivize manufacturers to deliver

products on time by awarding badges to those who consistently perform

the desired behavior. Manufacturers with the highest number of badges

are then rewarded the privilege of extending the cooperation period. In

this example, the badges are tokens, and the privilege of extending coop-

eration period is the back-up reinforcer.

It is important to note that the term “token” in the context of a “Token

Economy” has a different definition and function than in Petri net. In

a token economy, a token is an abstract concept that can take the form

of any object or symbol, working as a secondary enforcer. Tokens them-

selves are worthless, but they can be exchanged for other valuable things.

Hence, participants are motivated to engage in desired behaviors to earn

tokens. The primary function of tokens in a token economy is serving as a

intermediary in enforcing incentives. In contrast, in Petri net, tokens are

a fundamental element that triggers the firing of transitions. They do not

serve as incentives but are essential for executing tasks. Without tokens,

transitions cannot be fired, and tasks cannot be performed. To distinguish

these two types of token, the secondary enforcers in a token economy are

denoted as E-tokens, and the ones in Petri nets are referred to as tokens.

This solution realizes an E-token economy by employing a peer audit based

E-token assignment and aggregation process in the classical Petri nets.

Specifically, parties involved in the blockchain are audited by their peers;

those who successfully complete both on-chain and off-chain tasks have a

higher chance of receiving E-tokens. The results of E-token assignments
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are aggregated to determine whether or not authorization tokens (auth-

tokens) will be assigned for activating the next round of cooperation. For

the initial cooperation, each party is automatically assigned one auth-

token.

Auth-tokens are essential for authorizing and activating the Petri nets.

They allow only parties with auth-tokens to participate in the workflow.

Since participation in workflows is valuable to parties, the opportunity

for future involvement serves as a backup reinforcer to incentivize party

cooperation. Let us refer to such E-token economy implemented workflows

as “incentive-integrated workflows”.

Incentive-integrated workflows not only encourage parties to fulfill their

tasks in the workflow to cooperate, but also enable parties to timely evalu-

ate their peers and select their next round cooperators, which is beneficial

for enhancing trust. In the following section, detailed steps are presented

for implementing incentive-integrated workflows on Hyperledger.

3.3 Incentive-integrated workflows on Hyper-

ledger

This section first discusses how to integrate the assignment and aggrega-

tion processes of E-tokens in Petri nets, and then introduces the three-

layer architecture that enables Petri nets to coordinate the on-chain and

off-chain tasks involved in incentive-integrated workflows.

3.3.1 Incentive-integrated workflows

A classical workflow outlines the schedule of tasks needed to complete the

application. In incentive-integrated workflows, an additional stage “incen-

tive stage” is introduced before the workflow’s completion, as depicted in

Figure 3-4. The incentive stage encompasses the processes of E-token as-
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signment and aggregation, corresponding to “peer audit” transitions and

“authorization token assignment” transitions respectively. As illustrated

in Figure 3-4, “peer audit” transitions are triggered when generated tokens

are placed in “P1” and “P2”1.

Figure 3-4: An example of incentive-integrated workflows, comprising a
“work stage” and an “incentive stage”. In the work stage, the first two
transitions represent two off-chain tasks executed by two involved parties,
distinguished by colors (deep green and light green). Following the exe-
cution of these two transitions, tokens are generated and placed in “P1”
and “P2”. Subsequently, peer audit transitions of the incentive stage are
triggered, during which parties decide whether to assign E-tokens to each
other. This scenario involves two parties, mutual evaluation occurs: each
party evaluates the other. If a party decides to assign an E-token to the
other party, a new token is placed at “P3” or “P4”, triggering the subse-
quent on-chain auth-token assignment transitions. Only parties acquiring
auth-tokens are able to activate and participant in the next round of the
workflow.

In peer audit transitions, parties decide whether to assign an E-token to

the party being evaluated based on their own observation of that party’s

task execution. Distinguished from pre-audit in Chapter 2, peer audit

here is a typical post-audit, which analyses outcomes after operations.

1In Figure 3-4, there are two involved parties, and each party only requires the eval-
uation of the other. Therefore, the number of peer audit transitions is two. However,
if there are 𝑁 parties, the maximum number of peer audit transitions is 𝑁2 − 𝑁 , as
each party is audited by all other parties. Nevertheless, the required number of peer
auditors is configurable. By specifying this number, we can reduce the time complexity
in the “incentive-stage”.
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For example, in a supply chain workflow, when a manufacturer is being

evaluated by a wholesaler, the wholesaler can choose not to assign an E-

token to the manufacturer if the wholesaler observes that the manufacturer

did not deliver the products as regulated.

After peer audit transitions, the subsequent auth-token assignment tran-

sition will be fired if all the input places of the assignment transition have

tokens. For instance, in Figure 3-4, if place “P3” receives the token gener-

ated from the previous peer audit transition, then the following assignment

transition (colored yellow) will be fired. In the assignment transition, an

auth-token is generated for the party being evaluated. This auth-token is

required to activate the same workflow in the next round.

Whether the assignment transition can be fired, allowing a party to ob-

tain the authorization token for the next round of cooperation, depends

on both the peer auditing results, and the aggregation algorithm applied

to the audit results. Various aggregation algorithms for the final assign-

ment can be implemented, such as “veto power” [18], “majority rule” [16],

and more. The chosen aggregation mechanism can be implemented by

designing the auth-token assignment process of Petri nets. For example,

in both Figure 3-4 and Figure 3-7, the veto power is implemented: the

party under evaluation is rewarded with the auth-token only if all other

parties have voted in favor of it (by assigning E-tokens). After completing

the peer audit and auth-token assignment transitions, the marking of the

Petri net finally reaches the end places.

In the first round of the workflow, auth-tokens are automatically assigned

to all parties by default. However, for the subsequent rounds of the same

workflow, auth-tokens are assigned based on the aforementioned E-token

assignment and aggregation process. As a result, parties acquiring auth-

tokens can participate in the next round of cooperation, while those not

acquiring auth-tokens will be excluded from future rounds of cooperation.

This peer monitoring mechanism ensures that tokens serve as timely feed-
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back on the behaviors of involved parties, encouraging them to fully com-

plete their off-chain tasks and contribute to the workflow in an honest

manner. Incentives are thereby integrated in the workflows. The following

section elaborates on how to deploy and realize such incentive-integrated

workflows at the program-level.

3.3.2 Map Petri nets to smart contracts

In this chapter, we utilize Hyperledger2 as the foundation of our blockchain

infrastructure. Hyperledger is an open-source blockchain technology that

offers functionalities comparable to other smart-contract capable pub-

lic blockchains, such as Ethereum. A significant distinction from public

blockchains lies in Hyperledger’s permission-based nature. It functions as

a permissioned blockchain, allowing anyone to establish a private ledger

using the concept of channels. This unique feature empowers us to con-

figure private ledgers tailored to consortium collaborations and supports

the creation of semi-trusted environments.

The actual Petri net graph is modelled as a set of assets within Hyper-

ledger. These assets include: tokens, places, transitions and arcs, as

introduced in Section 3.2.2. To map incentive-integrated workflows, two

types of tokens are defined: data-tokens which are classic tokens car-

rying data, facilitating data transfer between transitions, and triggering

transitions; auth-tokens that are designed for authorizing and activating

workflows. Due to their distinct functions, data-tokens can be reused in

multiple rounds of the workflow, whereas auth-tokens can only be used

once; auth-tokens are set to be “USED” after they activate a workflow.

Note that data-tokens are usually referred to as tokens in this thesis for

simplification.

Correspondingly, places have two types. Certain places in Petri nets are

designed to accept auth-tokens for activation, while the remaining places
2www.Hyperledger.org
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can only accept data-tokens. When all the input places of a transition have

tokens, the corresponding workflow task associated with this transition is

triggered and executed. Following the execution, new tokens are generated

and placed in the output places of the fired transition.

To deploy Petri nets on a blockchain (as presented in the Deploy Phase of

Figure 3-2), parties need to define the four fundamental elements, places,

transitions, tokens and arcs. This is done by a JSON file where each

element is defined. These elements are private assets of parties3. For

instance, an organization can define the required number of input and

output places of each transition. This allows complex workflows to be

effectively mapped into Petri nets.

Once Petri nets are well defined, they can be deployed on the blockchain.

The activation step is necessary after deployment, which requires all par-

ties to authorize the deployed Petri nets with auth-tokens. The activation

of a workflow indicates a global agreement among parties on the deployed

incentive-integrated Petri-net.

However, since workflows can encompass both on-chain and off-chain tasks,

coordination between the blockchain layer and the infrastructure layer is

required to trigger off-chain applications. To achieve this, a three-layer

architecture, as shown in Figure 3-5, is employed to coordinate multi-

domain workflows involving both on-chain and off-chain tasks.

3.3.3 Three-layer architecture

Figure 3-5 presents the three-layer architecture composed by the blockchain

layer, network layer, and infrastructure layer. The blockchain layer

not only records the progress of the incentive-integrated workflows but

also facilitates firing transitions at the proper time. Within this layer,

3It is important to note that the auth-token assignment process contains an own-
ership transfer operation, as the auth-tokens are initially generated on-chain by other
parties but later need to be assigned to the being evaluated party.
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a Petri net is deployed as a smart contract on Hyperledger. Parties with

wallets can execute tasks on the Petri net. Function CompleteTransition()

is invoked after the task completed. This function puts tokens in the out-

put places of the corresponding fired transition, followed by updating the

public ledger with the latest markings, recording the current token distri-

bution.

Figure 3-5: The three-layer architecture for coordinating cross-domain
workflows using Petri Nets. In this architecture, Petri nets depicting the
abstract multi-domain workflows are deployed on the blockchain layer.
They can be activated after all parties authorize with their auth-tokens.
When executing Petri nets, the completion of each task results in the
generation of new tokens, accompanied by the creation and linkage of cor-
responding markings with existing blocks. When the tasks are executed
off-chain, the architecture at the infrastructure layer update the Hyper-
ledger through the network layer. Meanwhile, the network layer allows
off-chain architecture components to listen to the latest markings on the
blockchain layer, enabling domains to execute tasks at the appropriate
time. In this manner, this three-layer architecture realizes a decentralized
and transparent choreography of multi-domain workflows.

The network layer serves as a bridge connecting the blockchain layer and

the infrastructure layer where off-chain tasks are performed. The network

layer enables interaction between the other two layers: containers in the

infrastructure layer keep listening to markings on the Hyperledger and

execute the off-chain tasks once the marking indicating the input places

of the transition receive enough tokens. Upon completion of the off-chain

task, the latest marking is recorded as a new block and linked to the

Hyperledger on the blockchain layer. A PKI system is used to label and
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identify the created block, assigning ownership to a specific party. This

tamper-proof synchronization of the markings ensures easy tracking of the

workflow’s progress for all involved parties. The interaction among these

three layers realizes the coordination and monitoring of both on-chain and

off-chain tasks in the workflow.

So far, the deployment and execution of incentive-integrated workflows

have been discussed. The next section illustrates the application of the

proposed in-box solution through a concrete use-case, where an alignment

of semi-trust parties cooperate to enforce a designed workflow for mitigat-

ing DDoS attacks.

3.4 A DDoS use-case

A distributed denial-of-service (DDoS) attack is a type of services attack

that overloads a system by flooding it with requests, preventing legiti-

mate requests from being executed. One of the challenges in containing

DDoS attacks is that blocking the detected IP addresses of malicious hosts

is never enough for the attacked domains. The illegitimate requests can

easily penetrate from those legitimate domains who did not block the

malicious host [87]. Therefore, one possible solution is building an al-

liance where members can share information and block the illegitimate IP

addresses at the same time, and dropping malicious traffic closer to the

attack sources [62]. In the use-case, we assume there is such an semi-trust

alliance to prevent DDoS attacks through the following protocol:

When a certain sensor in domain “A” is attacked by an illegit-

imate IP address, “A” needs to block the IP address and notify

other members in the alliance, who have the obligation to block

the illegitimate IP address after receiving the notification.

This protocol outlines the workflow for a semi-trust alliance to mitigate
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DDoS attacks. We first map this workflow into an incentive-integrated

Petri net, and then simulate its enforcement. In this use-case, the alliance

consists of three domains, distinguished by light, medium, and dark green

in Figure 3-6.

Figure 3-6: The workflow in a semi-trust alliance using a three-layer
architecture. The DDoS-resistant protocol workflow is mapped into an
incentive-integrated Petri net, and deployed on the blockchain. When a
malicious host attacks, a domain triggers the activated Petri net by plac-
ing its token, initiating the subsequent transition which notifies alliance
members about the illegitimate IP address. Afterwards, tokens are gener-
ated and placed at the three output places, the new marking that records
this change will be added on the Hyperledger. Alliance members can listen
through the network layer and fire the subsequent transitions of blocking
the IP address. Each completed transition generates tokens which trigger
the follow-up peer audit transitions in the incentive stage.

When a malicious host attacks a domain, the domain triggers the activated

Petri net by placing its token at the start place. The subsequent transition,

notifying alliance members with the illegitimate IP address, is then fired,

followed by the generation of new tokens placed at the output places of

the transition. The next three parallel transitions represent the task of

blocking the IP address for each domain. Although these transitions are

shown firing in sequence in Figure 3-6, in practice, they can be executed in

different orders. Each transition results in generated tokens and markings,

followed by the incentive stage.

To ensure the successful mitigation of DDoS attacks, it is crucial that all
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members of the alliance adhere to the predefined workflow. To motivate

semi-trust members to fulfill their obligations, implementing incentives is

necessary. In the DDoS use-case, domains can detect the origins of DDoS

attacks, allowing them to identify members who have failed to block the

illegitimate IP addresses. The peer audit process in our solution offers

alliance members the opportunity to evaluate their peers. The subsequent

on-chain auth-token assignment transition can be triggered and executed

only if all other members assign E-tokens.

Similarly to the blocking transitions, the peer audit transitions of all do-

mains are parallel and can be accomplished in any order in practice. For

simplicity, Figure 3-7 only presents the incentive stage of the attacked

domain, the incentive stage of the other two domains is analogous. Ide-

ally, dishonest domains receive no auth-tokens after the incentive stage

and are excluded from future cooperation. With this timely feedback,

the proposed solution motivates domains to be honest and adhere to the

protocol.

Figure 3-7: The incentive stage of Petri net in the DDoS use-case. Two
types of transitions are involved in this incentive stage, 1) peer audit tran-
sitions, where parties are evaluated by peers who decide whether to assign
E-tokens; 2) Auth-token assignment transitions, in which the outcomes of
the audit process are aggregated to determine the assignment of on-chain
generated auth-tokens to the evaluated domains. Whether the auth-token
assignment transitions are triggered depends on both the audit results and
the selected aggregation algorithm. In this particular case, the veto power
aggregation mechanism is implemented, requiring two tokens to trigger
the auth-token assignment transitions. Only when both of the other two
parties assign E-tokens will the evaluated party be assigned an auth-token.
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To simulate the enforcement of the protocol in the proposed solution,

the Kathara emulator4 is used to create a hypothetical internet scenario.

Kathara emulates a network as a set of Docker containers, where each

device is a container, and collision domains are represented by Docker

networks. This setup creates a functional network environment, enabling

interactions with real devices at the infrastructure layer.

To connect the infrastructure layer to the blockchain layer, we use an

MQTT message queue at the network layer. As shown in Figure 3-6,

domains use MQTT to create new markings on the Hyperledger, and

listen to the latest markings on the blockchain to fulfill their obligations

in the workflow.

In our demonstration, the peer audit transitions have not been fully im-

plemented in the emulator, and the evaluation of peers always returns

true. As a result, the demonstration presents a scenario where each party

assigns E-tokens to others and receives the auth-token after the incentive

stage. The source code is available at https://github.com/dl4ld/petrinet.

3.5 Concluding remarks

Lots of explorations have been made in utilizing blockchain in facili-

tating secure inter-organizational workflows [22]. Since 2016, Weber et

al., has proposed an approach that uses Solidity smart contract to exe-

cute multi-domain workflows [174, 103], where the smart contract is de-

ployed on-chain and works as a centralized mediator or choreography mon-

itor. Instead of focusing on monitoring and mediating, [36] proposed the

framework “ChorChain” for better enforcing and auditing the activities in

the workflow through event-based gates to allow only conforming opera-

tions being executed, and providing records retrieval interfaces for users.

Some other works focus on cross-domain confidential data sharing within a

4www.kathara.org/
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workflow, for example, [23] proposed an “Encrypter” framework ensuring

data integrity and the confidentiality of data exchanged on the blockchain,

where data exchange is encrypted and can only be decrypted by autho-

rized organizations. In contrast, [133] addressed the challenge of enforcing

access control policies by managing the data access authorizations in the

coordination layer implemented on the blockchain framework.

These approaches can handle workflows that involve on-chain tasks, such

as data storage and computation, as well as tasks that require off-chain

data access. However, some off-chain tasks are difficult to monitor or

enforce with these approaches. For example, in the use-case of DDoS at-

tacks, it is challenging to guarantee that domains adhere to the protocol of

blocking illegitimate IP addresses, even when domains declare task com-

pletion by creating new markings on the Hyperledger. This is an inherent

limitation of smart contracts.

To address this issue and facilitate cooperation among such semi-trust

domains, a solution that integrates an incentive mechanism is proposed,

motivating participants to fulfill their obligations by rewarding them with

future cooperation opportunities, specifically:

• A peer audit process is designed to determine whether parties should

receive authorization tokens for future cooperation.

• The audit process and authorization token assignment process are in-

tegrated into the original workflows, which are referred to as incentive-

integrated workflows.

• The incentive-integrated workflows are enforced by a three-layer ar-

chitecture, where the blockchain layer supports the deployment of

smart contracts, the infrastructure layer comprises the parties’ sys-

tem architectures for executing off-chain tasks, and the network layer

bridges interactions between these two layers.

Through this solution, the two requirements set at the beginning of this
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chapter are met. At the contract-level, workflows are mapped into smart

contracts based on Petri nets, offering the benefits of descriptiveness and

process logic verification. The integration of peer audit and auth-token as-

signment processes eliminates non-compliant parties and encourages hon-

esty and compliance, thus enhancing the mutual trust among parties.

At the program-level, the three-layer architecture provides a trusted stor-

age for smart contracts and the execution states of workflows. Both on-

chain and off-chain tasks can be triggered at the appropriate time by lis-

tening to the markings on the Hyperledger. Consequently, this proposed

solution enables timely, tractable, and auditable multi-domain workflow

coordination.

To conclude, implementing the incentive-integrated Petri net on the de-

scribed three-layer architecture can choreograph cross-domain workflow

and further enhance the adherence of parties to the predefined tasks. On-

chain tasks are enforced by smart contracts, while off-chain tasks are in-

centivized through peer auditing. To the best of our knowledge, this is the

first work that integrates incentives into smart contracts for cross-domain

workflow enforcement. This proposed solution is applicable to a range of

workflows that involve hard-to-enforce tasks, such as those related to the

Internet of Things, supply chain management, and federated learning.

It is important to note that although we use peer auditing to monitor

semi-trust parties, this approach relies on the assumption that failures

to adhere to the workflow can be observed by the parties. For exam-

ple, in the DDoS use-case, a domain that fails to block the illegitimate

IP address may impact other domains, enabling other domains to ob-

serve and evaluate their peers’ performance. However, there are instances

where non-compliant behaviors may not be immediately recognized due

to their high concealment or delayed impact. In such cases, our integrated

incentives cannot give effective feedback. To address this limitation, im-

plementing incentives by an external auditing system may be necessary
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(This topic will be the focus of the following two chapters). Nevertheless,

the Hyperledger which records domains’ declared successful activities still

benefits the post-auditing process by recording the asserted accomplished

activities. Therefore, this solution can be considered as a complemen-

tary approach to existing solutions in further enforcing off-chain workflow

activities.

Another limitation of this solution is the simplification of the aggregation

algorithm in the auth-token assignment, the veto power that we imple-

mented may result in the honest and reliable domains being squeezed out

if any of the parties maliciously give poor evaluation. To avoid this risk,

future work should explore more comprehensive aggregation algorithms.

Additionally, inspired by previous work [173], where a reputation system

is built, and only domains with a high reputation are able to build the

Hyperledger, another way to address the potential non-compliance could

be building an independent reputation chain, and allowing domains to se-

lect collaborators based on the reputation chain. This would encourage

domains to behave well to maintain their good reputation which increases

their chances of future cooperation, meanwhile prevent domains from be-

ing completely deprived of the opportunity to collaborate.
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Chapter 4

Design incentives from an

institutional perspective

Abstract: This chapter addresses RQ 3, “How to design incentives

from an institutional perspective?” In order to design more com-

prehensive incentives, this chapter constructs a model to assess incentives

from multiple aspects, including their sustainability in execution and their

effects on cooperation enhancement as well as market affluence promotion.

A version of the work in this chapter is published as “Costly incentives design from
an institutional perspective: cooperation, sustainability and affluence” in Proceedings
of the Royal Society A, 2022.
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Figure 4-1: Graphical abstract of Chapter 4
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4.1 Introduction

In human society, incentives like rewarding norm followers [151, 176] and

punishing norm violators [69, 61, 126] are practical instruments for main-

taining the order of a market or a community [154, 10]. When participants

can gain extra benefits from breaking the norm, self-interests may drive

the participants to be a norm violator, and choose to defect or cheat.

Incentives, that change the benefits and cost of actions, can largely de-

crease the rate of non-compliant behaviors and promote collaborations.

Because of the important role of incentives in real-world management,

experimental and theoretical studies on designing practical and effective

proper incentives are raising [156, 115].

Evolutionary game theory (EGT) is an analytical framework widely ap-

plied in analyzing and predicting the effect of the incentives [177, 178, 59],

which relies on the Darwinian process of natural selection that drives

participants toward the optimization of reproductive success [132, 72].

With EGT, the dynamics of participants’ population composition under

a specific incentive can thus be observed. Previous game-theoretic studies

on the design of incentives mainly focused on the dynamics of coopera-

tion, such as the emergence of cooperation [119, 79], the level of coopera-

tion [177], or the sustainability of the cooperation [191], while few of them

consider the sustainability of incentives, especially when incentives are

enforced by an external third-party.

Based on the execution manner of incentives, related studies can be clas-

sified into two categories: 1) peer-to-peer incentives executed by partici-

pants (also called players) [143, 153, 171, 176]; 2) institutional incentives

executed by a third-party [37, 121, 140], the third-party can be com-

posed by players [120, 90], or completely external [32]. The enforcement

of incentives can be costly [114, 28, 70], and thus the incentive might

be terminated if the resources for implementation cannot cover the cost.
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While it is reasonable to assume that the resource for implementing incen-

tives is inexhaustible under the peer reward or peer punishment scenar-

ios [111, 54], as volunteer punishment and altruistic rewarding can always

emerge [66, 129], this is not the case when incentives are enforced in an

institutional manner by the third-party [53, 163]. The cost of incentive

enforcement can hardly be ignored [28, 70, 65, 64, 90], as the high cost

can potentially lead to the failure in the enforcement process [120].

There are a few works considering minimizing the cost of incentive en-

forcement from the perspective of optimization, and managing to design

cost-effective reward or punishment [63, 166, 45, 113, 169] for an external

third-party (or external decision-maker [32]). In these studies, the third-

party is composed of rule enforcers that do not necessarily belong to the

system, and the income of such external third-party was not considered.

When incentives are executed by a third-party entirely external to the

system, the income of the third-party is often ignored. For instance, when

a fraud happens in a market, the income of the judiciary, an institution in-

dependent of the market and supported by the nation, is rarely considered

in the adjudication and enforcement process. Under these circumstances,

prioritizing cost reduction and minimizing expenses holds practical sig-

nificance. However, if the third-party belongs to the system, but is not

composed by players, such as the owner or the maintainer of the market,

then not only the costs, but also the income of the third-party need to be

considered. Only when the third-party’ cash flow is positive, can the in-

centive be executed sustainably. Hence, from an institutional perspective,

an effective incentive needs not only to foster collaboration, but also to be

sustainably implemented.

In addition to sustainability, in practice, the influence of incentives on the

affluence of participants and the third-party is also vital. An incentive

that performs well in fostering collaboration may result in undesirable side

effects, such as reducing the accumulated wealth of players or shrinking the

market size, which conflicts with the affluence growth and the prolonged
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development of the market. Therefore, in this study, the evaluating cri-

terion for incentives are extended beyond promoting collaboration to the

sustainability and the impact on the market’s affluence. Based on these

criteria, we try to evaluate incentives from an institutional perspective.

Furthermore, the bounded rationality [35] of participants can be criti-

cal for institutional incentive design. Completely irrational participants

would choose to cooperate or defect with an equal probability, leading to

the failure of incentives. Highly rational participants aim to optimize their

own benefits and are more policy-guided; however, their acute strategy se-

lection might cause high incentive enforcement cost for the third-party.

Therefore, when predicting the outcome of incentives, the factor of ratio-

nality should also be considered.

In all, this chapter aims at exploring the following questions: 1) What

incentives are proper from the institutional perspective? 2) What is the

sustainability of various incentives in execution, and how are their effects

on cooperation levels and market affluence? 3) How does the rational level

of participants influence incentive’s effects?

To answer these questions, this chapter explores pure reward, pure punish-

ment, and mixed incentives under the framework of EGT, identifying the

analytical results of the cooperation dynamics under different incentives.

Then, their sustainability in execution is explored by simulation exper-

iments, where the income and cost for the third-party are introduced,

and the assumption of an unlimited population [132] in EGT is relaxed

by considering a limited market capacity, which might shrink if partici-

pants go bankrupt. In the simulation experiments, the cooperation level,

sustainability, and the affluence of both players and the third-party are

observed.

The remainder of this chapter is organized as follows: Section 4.2 in-

troduces the incentive model, including the cost and income of different

parties in the market. Section 4.3 outlines the analytical results derived
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by the EGT, with this foundation, the subsequent section elaborates on

the design of the simulation experiments. The experimental results are re-

ported and interpreted in Section 4.4. Finally, this chapter concludes with

a discussion of the results, and points out some future research directions.

4.2 Model

This section introduces the basic pairwise game played by the participants,

and the incentives imposed in the market, followed by the introduction of

income and expenditure for the third-party when maintaining the market.

With these two parts, the dynamic model involving both the third-party

and the participants is defined.

4.2.1 Pairwise game and incentives

Let us consider a market with two parties, 𝑁 participants that have pair-

wise interactions, and one independent third-party that implements incen-

tives for promoting cooperation. As players might lack professional reg-

ulator training, rarely can players freely switch roles from participant to

maintainer. Hence, the third-party is assumed to be independent, rather

than composed of players.

For homogeneous participants, each of them has the same strategy space

𝑆 = {𝐶, 𝐷}, where 𝐶 and 𝐷 represent cooperation (also known as compli-

ance) and defection (also known as non-compliance), respectively. Choos-

ing 𝐶 by both of the participants can bring mutual benefits, whereas each

of them has the temptation 𝑇 to betray the other [112]. Such a situation

is quite common in our daily life, and is often characterized using the pris-

oner’s dilemma game (PDG) [54, 108]; PDG is hence selected as the basic

game model1. The payoff matrix is given by Table 4.1, where the mutual

1It is worth noting that in our reality some more complicated scenarios can happen,
for example, group interactions can replace the mentioned pairwise ones [121, 150].
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cooperation (resp. defection) profit is 𝑅 (resp. 𝑃 ), and the temptation

for defecting is 𝑇 .

Player 𝑌

𝐶 𝐷

Player 𝑋
𝐶 𝑅 −𝑇

𝐷 𝑇 𝑃

Table 4.1: Payoff matrix of the prisoner’s dilemma game

Incentives discussed in this chapter include pure reward, pure punishment,

and mixed incentives. For pure reward, mutual cooperators will receive

reward 𝑅𝐶𝐶 . The sucker’s payoff2 is 𝑅𝐶𝐷, and 𝑅𝐶𝐷 ≥ 𝑅𝐶𝐶 , ensuring that

the reward for a sucker will be no less than the reward of a cooperator

in a mutual cooperation. As for pure punishment, mutual defectors will

receive the fine 𝐹𝐷𝐷. The defector who betrays a cooperator will be fined

by 𝐹𝐶𝐷, and 𝐹𝐶𝐷 ≥ 𝐹𝐷𝐷. It means that the punishment for a defector

in scenario [𝐷, 𝐶] will be no less than that for a defector in [𝐷, 𝐷]. Mixed

incentives require 𝑅𝐶𝐷 + 𝑅𝐶𝐶 ̸= 0 and 𝐹𝐶𝐷 + 𝐹𝐷𝐷 ̸= 0.

4.2.2 The income and cost for the third-party

To evaluate whether the incentive can be carried out in a sustainable way,

it is assumed that only when the accumulated wealth of the third-party is

non-negative, can the incentive be enforced. Hence, the income and cost

of the third-party are introduced.

In practice, tax, membership fee, or commission fee are common resources

imposed by the third-party for maintaining the order of the community

or market [80, 168, 168, 54]. This study assumes the income of the

third-party is composed of two parts: 1) the basic commission fee 𝑐0 paid

by participants in each round [188]; 2) the fine retrieved from the defec-

Meanwhile, participants can be heterogeneous in various features like risk preference or
spatial position, etc. But in this dissertation, we start with the most basic homogeneous
participants playing pairwise PDG game.

2The player who cooperates or acts in a cooperative manner but is taken advantage
by the other player who defects is referred to as a sucker.
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tors [47, 96]. Let 𝑀 be the amount of participants in the market, and

particularly, 𝑀 (𝑡) denotes the amount at time 𝑡 (𝑀 (0) = 𝑁, 𝑀 (𝑡) ≤ 𝑁).

The concrete income depends on 𝑀 as well as on the population distribu-

tion. The population profile is a vector x = {𝑥, 𝑦}, 𝑥 + 𝑦 = 1, wherein 𝑥

(resp. 𝑦) is the fraction of the cooperators (resp. defectors). Specifically,

x(t) = {𝑥(𝑡), 𝑦(𝑡)} denotes the population profile at time 𝑡. Hence, the

income of the third-party can be expressed as:

𝐼(𝑡) = 𝑀 (𝑡)
(︂

𝑐0 + 𝑥(𝑡)𝑦(𝑡)𝐹𝐶𝐷 +
(︁

𝑦(𝑡)
)︁2

𝐹𝐷𝐷

)︂
. (4.1)

Remark 4.2.1. When implementing pure reward incentives, 𝑀 = 𝑁 .

However, punishment can eliminate participants who fail to pay the fines

or commission fee. Thus, 𝑀 ≤ 𝑁 when implementing punishment.

The cost of incentives is also composed of two parts: 1) the rewards

assigned to the participants [6], 2) the cost for imposing the fine [123].

The reason for not considering the cost for imposing the reward is that,

in real-world practice, it is usually the participants self-reporting their

good behavior [52], which does not count as the major cost of the third-

party. Therefore, the cost of rewarding is simplified as the endowed reward.

Whereas the cost of enforcing punishment can be different, relying on

detecting and monitoring [10]. This model assumes that the punishment

cost is proportional to the probability and the strength of fine [37]. Let

𝛼 (𝛼 ≥ 0) denote the unit cost of punishment for the third-party. The

value of 𝛼 depends on the specific cost of enforcement. Without loss of

generality, we assume 𝛼 = 0.3 [128]. Accordingly, the expenditure of the

third-party is defined as:

𝐸(𝑡) =
(︁

𝑥(𝑡)
)︁2

𝑀 (𝑡)𝑅𝐶𝐶 + 𝑥(𝑡)𝑦(𝑡)𝑀 (𝑡)𝑅𝐶𝐷

+ 𝛼𝑀 (𝑡)
(︂

𝑥(𝑡)𝑦(𝑡)𝐹𝐶𝐷 +
(︁

𝑦(𝑡)
)︁2

𝐹𝐷𝐷

)︂
.

(4.2)

The wealth of the third-party at time 𝑡, 𝑊
(𝑡)
𝑇 is denoted as:
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𝑊
(𝑡)
𝑇 = 𝐼(𝑡) − 𝐸(𝑡), (4.3)

and the accumulated wealth of the third-party is:

𝑊𝑇 =
∫︁

𝑊
(𝑡)
𝑇 𝑑𝑡. (4.4)

The explicit formula of 𝑊𝑇 is given in Appendix A.3. 𝑊𝑇 is required to

be non-negative for sustainable incentives.

4.3 Analytical results and setup for simula-

tion experiments

Based on the assumptions described in Section 4.2, the population equilib-

rium with various incentives can be delivered by EGT [38, 58]. This section

starts with presenting the evolution of the population under different poli-

cies, more concretely, the corresponding thresholds of the incentives for

achieving the Nash Equilibrium (NE) and the Evolutionary Stable Strat-

egy (ESS). It then elaborates the design of the simulation experiments

based on the derived analytical results.

4.3.1 Analytical results

The three fixed points are 𝑥* = 0, 𝑥* = 1, 𝑥* = (𝑇 − 𝑅𝐶𝐷 − 𝐹𝐷𝐷)/(1 +

𝑅𝐶𝐶 − 𝑅𝐶𝐷 + 𝐹𝐶𝐷 − 𝐹𝐷𝐷). In Appendix A.1, Table A.1-A.3 exhibit the

requirements for 𝑥* being a NE or ESS under various incentives. Figure 4-

2 (a)-(c) visualize the results of the population equilibrium by different

incentives, concrete derivations are given in Appendix A.1.
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(a) Pure reward (b) Pure punishment (c) Mixed incentives
Figure 4-2: Equilibrium under pure reward, pure punishment, and mixed
incentives. The requirement for 𝑥* = 1 being a NE is that the strength
of incentives (the value of 𝑅𝐶𝐶 , 𝐹𝐶𝐷 or 𝑅𝐶𝐶 + 𝐹𝐶𝐷) being greater than
𝑇 − 1. Further, when the strength of incentives is greater than 𝑇 , 𝑥* = 1
will be an ESS.

Figure 4-2(a) exhibits the results of pure reward incentives (𝑅𝐶𝐷 ≥ 𝑅𝐶𝐶

always exists). It can be observed that if 𝑅𝐶𝐶 ≥ 𝑇 , cooperation (𝑥* = 1)

will be the ESS. While given 𝑅𝐶𝐶 ≤ 𝑇 − 1, the ESS will be defection

(𝑥* = 0). When 𝑇 ≥ 𝑅𝐶𝐶 ≥ 𝑇 − 1, 𝑥* = 1 is the NE, but the strategy is

not robust under this circumstance, which means the cooperation strategy

can be invaded by mutants.

Figure 4-2(b) shows the results of pure punishment incentives (𝐹𝐶𝐷 ≥

𝐹𝐷𝐷 always exists). When 𝐹𝐶𝐷 ≥ 𝑇 − 1, 𝑥* = 1 is always a NE, while

𝐹𝐷𝐷 > 𝑇 , the 𝑥* = 1 becomes an ESS. When the strength of punishment

is too light, 𝐹𝐶𝐷 ≤ 𝑇 , then 𝑥* = 0 is the ESS. The practical meaning

is that the punishment should be at least greater than 𝑇 which is the

temptation can be gained from defection, otherwise the participants will

have the motivation to become defectors.

Figure 4-2(c) shows a more complicated scenario where mixed incentive is

applied. What matters to the equilibrium is 𝑅𝐶𝐶 + 𝐹𝐶𝐷 (resp. 𝑅𝐶𝐷 +

𝐹𝐷𝐷), the difference of the expected payoff for cooperators and defectors

when facing a cooperator (resp. defector). In Figure 4-2(c), it is clear

that as long as 𝑅𝐶𝐷 + 𝐹𝐷𝐷 is less than 𝑇 , then 𝑥* = 0 is always an NE,
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while only when 𝑅𝐶𝐶 + 𝐹𝐶𝐷 is also less than 𝑇 , 𝑥* = 0 can be robust to

mutations. This result indicates that only when the payoff differences of

being a cooperator and being a defector are both less than 𝑇 , 𝑥* = 0 is

the ESS. In addition, if 𝑅𝐶𝐶 + 𝐹𝐶𝐷 is greater than 𝑇 − 1, 𝑥* = 1 becomes

the NE, and when both 𝑅𝐶𝐶 + 𝐹𝐶𝐷 and 𝑅𝐶𝐷 + 𝐹𝐷𝐷 are greater than 𝑇 ,

𝑥* = 1 is the ESS.

4.3.2 Simulation experiment description

As previously stated, in practical markets or communities, the number of

participants is always finite. Therefore, in the simulation experiments, the

size of the market is initialized as 𝑁 . Meanwhile, as participants are of

bounded rationality in real world, which brings more uncertainties to the

effect and the sustainability of the incentives, the results under different

level of participants’ rationality are analyzed.

(1) Algorithm: the evolution of population

The Monte Carlo simulation experiment is leveraged to observe the accu-

mulated wealth of the third-party and of the participants. This section

mainly introduces the algorithm and the design of simulation experiments.

In the market, each of the 𝑁 participants has an initial wealth 𝑤
(0)
𝐴 , the

total initial wealth of participants 𝑊
(0)
𝐴 = 𝑁𝑤

(0)
𝐴 . Players first pay the

commission fee 𝑐0 before playing the PDG pairwisely. Their wealth then

gets updated based on the payoff matrix and the implemented incentive.

Players who cannot afford the commission fee or fine will be eliminated

from the market. Their population profile x = {𝑥, 𝑦} will evolve with the

following dynamic mechanism: let 𝜋(𝐶) (resp. 𝜋(𝐷)) denote the average

payoff of cooperating (resp. defecting) strategy. Based on the EGT frame-

work, the dominant strategy can have more next generations. With the

probability 𝑝1 =
[︀
1+exp−𝛽(𝜋(𝐶)−𝜋(𝐷))]︀−1, the defector will imitate the co-
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operating strategy, and the cooperator with 𝑝2 =
[︀
1+exp−𝛽(𝜋(𝐷)−𝜋(𝐶))]︀−1

will adopt a defecting strategy [172]. 𝛽 (𝛽 ∈ [0, ∞)) denotes the selection

intensity, which represents the rational level of participants [148, 152]. A

larger 𝛽 indicates a more rational participant, and if 𝛽 = 0, the participant

chooses to be a collaborator or defector randomly. Consequently, 𝑥 will

be updated as:

𝑥(𝑡+1) =
(︁

1 − 𝑥(𝑡)
)︁

𝑝1 + 𝑥(𝑡)(1 − 𝑝2). (4.5)

Then at time step 𝑡+1, the new generation of participants will be matched

in pairs again to have another round of interaction. In the evolutionary

process, we have 𝑥(𝑡) to evaluate the cooperation level, the accumulated

wealth of the third-party (𝑊𝑇 ) to measure the sustainability, and the

accumulated wealth of all the participants (𝑊𝐴) to represent the affluence

of the market. The pseudo code of the simulation algorithm is shown in

Table 4.2.

Table 4.2: Algorithm for pairwise player stochastic dynamics

Input: 𝑁, 𝑐0, 𝛼, 𝛽, R, P, T, S, incentive mechanism parameters

𝑅𝐶𝐶 , 𝑅𝐶𝐷, 𝐹𝐶𝐷, 𝐹𝐷𝐷, initial population profile x(0), ini-

tial accumulated wealth of the third-party 𝑊
(0)
𝑇 , initial ac-

cumulated wealth of all the participants 𝑊
(0)
𝐴 , and the total

observation time step T3.

Output: Evolution of 𝑥(𝑡), 𝑊𝑇 , 𝑊𝐴.

Step 1: If 𝑡 < T, compute the amount of cooperators and defectors

based on 𝑥(𝑡), then randomly match individuals in pairs, ge-

nerate the pair-wise table.

Else go to Step 6.

3The termination time is denoted as T, which is distinct from a specific time step 𝑡.
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Step 2: Based on the pairwise table, calculate the real payoff of each

individual, and generate the payoff table. If and only if the

participant’s wealth cannot cover the commission fee 𝑐0 or

the fine (𝐹𝐶𝐷 or 𝐹𝐷𝐷), the participant will be eliminated.

Step 3: Calculate the income and expense of the third-party at time

step 𝑡, update 𝑊𝑇 .

Calculate the average payoff of cooperators, update 𝜋(𝐶).

Calculate the average payoff of defectors, update 𝜋(𝐷).

Step 4: Calculate 𝑥(𝑡+1) according to eq.4.5.

Step 5: Go to Step 1.

Step 6: End.

The settings of the parameters related to the market feature are presented

in Table 4.3. With these settings, the population evolving algorithm can

be implemented to observe the effect of various incentives.

Table 4.3: Simulation setup for pairwise player stochastic dynamics

Model parameters Symbol Value

Number of initial participants N 100

Commission fee 𝑐0 0.5

Cost related coefficient 𝛼 0.3

Rational level of participants 𝛽 [1, 2, 4]

Mutual cooperation payoff R 1

Mutual defection payoff P 0

Temptation payoff T 2

Sucker’s payoff S -2

Population profile x(0) {0.25, 0.75}

Initial wealth of participants 𝑊
(0)
𝐴 1000

Initial wealth of the third-party 𝑊
(0)
𝑇 1000
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(2) Parameter settings for incentives

For observing the performance of the different incentives, three groups of

simulation experiments are designed: pure reward, pure punishment, and

mixed incentives.

• Pure reward: Based on the analytical results in Section 4.3.1, only

when 𝑅𝐶𝐶 ≥ 𝑇 − 1 and 𝑅𝐶𝐷 ≥ 𝑇 , can 𝑥* = 1 be a NE or ESS.

In simulation experiments with 𝑇 = 2, we set 𝑅𝐶𝐶 = 1 + 0.25𝑖,

𝑅𝐶𝐷 = 2 + 0.25𝑖 where 𝑖 (𝑖 ∈ N, 𝑖 ≤ 8) represents the strength of

the incentive. A higher value of 𝑖 indicates a stronger incentive.

• Pure punishment: Similarly, we set 𝐹𝐶𝐷 = 2 + 0.25𝑖, and 𝐹𝐷𝐷 =

0 + 0.25𝑖 (𝑖 ∈ N, 𝑖 ≤ 8).

• Mixed: For mixed incentives, we set both 𝑅𝐶𝐶 + 𝐹𝐶𝐷 and 𝑅𝐶𝐷 +

𝐹𝐷𝐷 varying from 1 to 3 and 2 to 4 respectively, with the increment

of 0.25. There is no unique standard to set the rate of RCC in

𝑅𝐶𝐶 + 𝐹𝐶𝐷 (resp. FDD in 𝑅𝐶𝐷 + 𝐹𝐷𝐷). The rate depends on

to what extent the system focuses on positive or negative incentive.

In this group of experiments, to guarantee that 𝑅𝐶𝐷 ≥ 𝑅𝐶𝐶 and

𝐹𝐶𝐷 ≥ 𝐹𝐷𝐷 while minimizing the difference between the rewarding

and the punishment, the rate is set to 0.2 (Related proof and the

specific settings of these four parameters are provided in Table A.4

in Appendix A.2).

4.4 Experimental results and interpretation

This section first shows the effect of incentives on promoting cooperation,

then elaborates the influence on the wealth of different parties, and finally

discusses the sustainability of incentives.

78



4.4.1 Effect of incentives on cooperators’ population

and market size

Figure 4-3: The dynamics of 𝑥(𝑡)

in 15 time steps of three repeating
experiments. Parameters, 𝑥(0) =
0.25, 𝛽 = 1, 𝑅𝐶𝐶 = 1, 𝑅𝐶𝐷 = 2.

Figure 4-4: The frequency distri-
bution of 𝑥(𝑡) from time step 5 to
500. Parameters, 𝑥(0) = 0.25, 𝛽 =
1, 𝑅𝐶𝐶 = 1, 𝑅𝐶𝐷 = 2.

In a market with finite size, with the same population profile x, the ex-

pected payoff of different strategies is not entirely fixed, due to the different

possible pairs. Thereby, unlike the analytical results shown in Figure 4-2,

the dynamics of 𝑥 exhibits a chaotic behavior, fluctuating over time, and

does not reach a fixed value. Figure 4-3 represents the evolution of 𝑥 in

the market contains 100 participants. Notwithstanding the fact that there

is no strict “stable state” that can be reached, the determinism of 𝑥 can

be assessed by computational means [94]. With T = 500, 𝑥(𝑡) exhibits a

normal distribution as shown in Figure 4-4. Since the expectation of

𝑥(𝑡), 𝐸
(︀
𝑥(𝑡))︀, always exists, and depends on the incentive, the mean value

of 𝑥𝑡 is chosen to reflect the effect of incentives on the population profile.

To determine the termination time, equivalence tests are performed on

trials with T = [350, 300, 250, 200, 150, 100, 50, 30, 20]. The goal is to find

a termination time T where the expected value 𝐸
(︀
𝑥(𝑡))︀ for 𝑡 ∈ [5, T] has

no statistically significant difference from 𝐸
(︀
𝑥(𝑡))︀ for 𝑡 ∈ [5 : 500]. After

conducting the trials, T is set to 30.

The heat map in Figure 4-5 shows the expectation of 𝑥(𝑡) under various in-

centives, the heat indicates the expected rate of cooperators in the market.

As can be observed, the stronger incentives lead to higher expected 𝑥(𝑡).
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(a)Pure reward, 𝛽 = 1 (b)Pure reward, 𝛽 = 2 (c)Pure reward, 𝛽 = 4

(d)Pure punishment,
𝛽 = 1

(e)Pure punishment,
𝛽 = 2

(f)Pure punishment,
𝛽 = 4

(g)Mixed, 𝛽 = 1 (h)Mixed, 𝛽 = 2 (i)Mixed, 𝛽 = 4
Figure 4-5: The expectation of 𝑥(𝑡) and 𝑀 (30) under different incentives.
The heat represents the value of 𝑥(𝑡), the area of the bubble represents
the market size. Subplots (a)-(c), (d)-(f), and (g)-(i) represent the results
under pure reward, pure punishment, and mixed incentives respectively.
Incentives with higher strength are generally corresponding to higher 𝑥(𝑡).
Exceptions exhibit when the size of the market shrinks, which is caused
by too light punishments. A higher rational level of participants also
contributes to a higher cooperation level.

In addition, compare plots horizontally, as 𝛽 increases, the expected 𝑥(𝑡)

becomes higher with respect to the same strength of the incentive. That

is due to the fact that when participants are more rational, the selection

will depend more on the payoff.

However, not all the subplots are in line with these rules, in Figure 4-

5(f), the outcome of pure punishment with 𝛽 = 4 is different. This fact

is associated with the size of the market 𝑀 . To better elaborate this
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abnormal phenomenon, a bubble plot is drawn over the heat map to outline

𝑀 (30). The area of the bubble indicates the value of 𝑀 (30). From Figure 4-

5(a)-(c) and Figure 4-5(g)-(i), it can be observed that under pure reward

incentives or mixed incentives, the market size is stable, there are not many

participants being eliminated. While under pure punishment incentives,

the size of the market changes dramatically, which varies from 0 to 100.

The abnormal cells shown in Figure 4-5(f) correspond to the situations

where the size of the market shrinks a lot, 𝑥(𝑡) is no longer strongly depends

on the incentives, but on the choice of few bounded rational participants.

An ad hoc example would be that a market with 𝑀 (𝑡) = 4, if only one

participant chooses defection, 𝑥(𝑡) is 75%, then after this participant being

eliminated in this round, two of the left ones are selected to interact at

time step 𝑡+1, if only one of them choose to defect, then 𝑥(𝑡+1) drops down

to 50%, but if this participant chooses to cooperate, then 𝑥(𝑡+1) increases

to 1. Thus, when 𝑀 is small, the effect of randomness counteracts the

effect of incentives on the results, which leads to the abnormal cells in

Figure 4-5(f).

Remark 4.4.1. Under mixed incentives, the size of the market can also

shrink a little bit when the incentive is not strong enough, but this result

is not completely visible in Figure 4-5, we adjusted the scale in Figure 4-8

to visualize this pattern in a clearer way.

The size of the market under various incentives presents some interesting

patterns. Since only under pure punishment incentives, 𝑀 changes a lot,

we focus on the result shown on Figure 4-5(d)-(f). Firstly, 𝑀 gradually be-

comes larger from the lower triangular part to the upper triangular part in

each subplot. It reveals a counter-intuitive phenomenon, that less partic-

ipants get eliminated under heavier punishment. The explanation is, the

heavier punishment increases the payoff difference between cooperators

and defectors, hence those bounded rational participants tend to choose

cooperation. While under weaker punishment, participants tend to choose
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to defect repeatedly, especially when 𝛽 is low. Hence, participants are eas-

ier to be eliminated. Secondly, punishment has a dual effect. On one hand,

it reduces the payoff of defectors, increasing the payoff gap between co-

operators and defectors, thereby promoting cooperation and maintaining

𝑀 . On the other hand, if punishment is moderate, it efficiently eliminates

participants who repeatedly defect, resulting in a significant drop in 𝑀 .

In Figure 4-5(f), when 𝐹𝐷𝐷 ∈ [0, 0.5], the influence of promoting coopera-

tion is dominant, leading to an increase in 𝑀 as 𝐹𝐷𝐷 increases. Whereas

when 𝐹𝐷𝐷 ∈ [0.75, 1.5], the elimination effect becomes dominant, causing

a substantial decrease in 𝑀 . But when 𝐹𝐷𝐷 becomes even heavier, the

cooperative effect regains dominance, resulting in an increase in 𝑀 .

The experimental results in Figure 4-5 indicate: 1) as a general rule, the

expected 𝑥(𝑡) increases as the incentive becomes stronger, and this effect is

more obvious with higher 𝛽. However, under pure punishment incentives,

the shrinking market might involve low 𝑥(𝑡); 2) in terms of the market

size 𝑀 , under pure reward as well as mixed incentives, 𝑀 is stable, while

under pure punishment incentives, counter-intuitively, 𝑀 increases as the

incentives become heavier.

4.4.2 Effect of incentives on the accumulated wealth

of different parties

The parties in the market include the third-party who implements the

incentives, as well as the participants who join the market. Both of these

two parties can gain or lose utilities in the market. This section aims at

analyzing the accumulated wealth of these two parties. Under pure reward

incentives, the third-party subsidizes cooperators. As a result, it can be

expected that the accumulated wealth of the third-party, 𝑊𝑇 , decreases

monotonically until the third-party goes bankrupt. Simultaneously, the

accumulated wealth of the participants, 𝑊𝐴, increases monotonically. In

contrast, for pure punishment and mixed incentives, the relative sizes of
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𝑊𝑇 and 𝑊𝐴 exhibit interesting behaviors, hence, this section focuses on

the results of pure punishment and mixed incentive.

(a) 𝛽 = 1 (b) 𝛽 = 4
Figure 4-6: The accumulated wealth of the third-party (𝑊𝑇 , represented
by black bubbles) and of the participants (𝑊𝐴, represented by light gray
bubbles) under pure punishment incentives. 𝑊𝑇 is always greater than
𝑊𝐴. The difference between 𝑊𝐴 and 𝑊𝑇 diminishes as the punishment
becomes heavier, especially when participants enjoy a higher rational level
(𝛽 = 4).

(a) 𝛽 = 1 (b) 𝛽 = 4
Figure 4-7: The accumulated wealth of the third-party (𝑊𝑇 ) and of the
participants (𝑊𝐴) under mixed incentives. There is a trade-off between
𝑊𝐴 and 𝑊𝑇 , 𝑊𝐴 decreases while 𝑊𝑇 increases as the incentives become
stronger. Meanwhile, Pareto optimization space exists for increasing 𝑊𝐴+
𝑊𝑇 . In addition, When participants are more rational (𝛽 = 4), both the
upper limitations of 𝑊𝐴 and 𝑊𝑇 increase.

The accumulated wealth of the participants 𝑊𝐴 and the third-party 𝑊𝑇 is

represented by bubble plots (Figure 4-6 and Figure 4-7), and bubble areas
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represent the amount. Note that the smaller bubbles are drawn over the

larger ones, so that the relative difference of the income of the two parties

can be observed easily. Different parties are distinguished by colors, black

links to 𝑊𝑇 and light gray links to 𝑊𝐴. Particularly, when the difference

between 𝑊𝐴 and 𝑊𝑇 is small (| log(𝑊𝐴)−log(𝑊𝑇 )| ≤ 0.35), the difference

is hardly visible, we thus use the gray color to represent (𝑊𝐴 + 𝑊𝑇 )/2.

Figure 4-6 and Figure 4-7 reveal that 𝑊𝐴 increases as the incentives be-

come stronger. As for 𝑊𝑇 , under pure punishment incentives, 𝑊𝑇

is always greater than 𝑊𝐴, as the income of the third-party contains the

retrieved fine. Nevertheless, as the incentives become stronger, the pop-

ulation of defector decreases, thus the income of the third-party drops.

Accordingly, the difference between 𝑊𝐴 and 𝑊𝑇 declines as shown in Fig-

ure 4-6. This phenomenon becomes more visible as 𝛽 is greater, that is

because having more rational participants means being easier to achieve

𝑥* = 1 under the same incentives, which reduces the fine-based income of

the third-party. Also, due to this reason, the upper bound of 𝑊𝑇 drops

down as 𝛽 increases.

Under mixed incentives, the pattern becomes more complicated as

shown in Figure 4-7, 𝑊𝑇 declines as the incentives become stronger, while

𝑊𝐴 exhibits an opposite trend. It can be observed that 𝑊𝐴 catches up

with 𝑊𝑇 till surpasses it as mixed incentive becomes stronger. In addi-

tion, this figure exhibits an obvious trade-off between 𝑊𝐴 and 𝑊𝑇 . Yet,

the Pareto optimization can be observed when incentives have moderate

strength, maximizing the sum of the accumulated wealth of both parties.

When comparing the two subplots in Figure 4-7, the relative sizes of 𝑊𝑇

with 𝑊𝐴 depend on both the strength of the incentives and 𝛽. Under

low 𝛽 as shown in Figure 4-7(a), when 𝑅𝐶𝐷 + 𝐹𝐷𝐷 is small, 𝑊𝑇 is much

greater than 𝑊𝐴, while as 𝑅𝐶𝐷 + 𝐹𝐷𝐷 increases, 𝑊𝑇 decreases and 𝑊𝐴

increases. When 𝑅𝐶𝐷 + 𝐹𝐷𝐷 is greater than 3, 𝑊𝐴 becomes obviously

greater than 𝑊𝑇 . However, under high 𝛽 as shown in Figure 4-7(b), it is
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𝑅𝐶𝐶 + 𝐹𝐶𝐷 that mainly influences the trends of 𝑊𝑇 and 𝑊𝐴. Especially,

when 𝑅𝐶𝐶 + 𝐹𝐶𝐷 ≥ 1.75, 𝑊𝑇 becomes less than 𝑊𝐴, and as 𝑅𝐶𝐶 + 𝐹𝐶𝐷

increases further, the difference between these two parties enlarges.

This pattern is attributed to 𝛽. A higher 𝛽 value indicates more rational

participants. Under the same incentives, it is easier to motivate partici-

pants to cooperate. Thus, with high 𝛽, as the mixed incentive becomes

stronger, more cooperators will be in the market, which leads to a rapid

increase in the cost of 𝑅𝐶𝐶 + 𝐹𝐶𝐷. That is why 𝑊𝑇 decreases dramati-

cally as 𝑅𝐶𝐶 + 𝐹𝐶𝐷 increases. However, when 𝛽 is low, as 𝑅𝐶𝐷 + 𝐹𝐷𝐷

becomes stronger, the total amount of compensation for suckers (𝑅𝐶𝐷)

increases due to the presence of irrational defectors. Simultaneously, the

fine collected from mutual defectors (𝐹𝐷𝐷) decreases because of a lower 𝑦

induced by the stronger incentive. As a result, with low 𝛽, 𝑅𝐶𝐷 + 𝐹𝐷𝐷

dominates the change of the wealth.

Summarizing the effect of incentives on 𝑊𝐴 and 𝑊𝑇 , the findings show

that under pure punishment incentives, 𝑊𝑇 > 𝑊𝐴, but |𝑊𝑇 −𝑊𝐴| reduces

as the punishment become heavier; under mixed incentives, 𝑊𝑇 decreases

as the mixed incentive becomes stronger, while 𝑊𝐴 presents an opposite

trend. It is possible to improve 𝑊𝑇 + 𝑊𝐴 by choosing the moderate

strength incentives.

4.4.3 The sustainability of the mixed incentives

In this section, the slope of 𝑊𝑇 is applied to evaluate the sustainability,

as it can represent the marginal income of the third-party and predict

the trend of 𝑊𝑇 . An incentive is considered sustainable if this value is

positive. For pure reward incentives, the third-party constantly rewards

cooperators, making them unsustainable in the long term. In contrast,

pure punishment incentives are always sustainable, because the third-part

can collect fines from defectors in addition to the commission fee. There-

fore, Section 4.4.3 only discusses the result for mixed incentives.
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(a) 𝛽 = 1 (b) 𝛽 = 2 (c) 𝛽 = 4
Figure 4-8: Sustainability of mixed incentives, 𝑥(0) = 0.25. The colors
of the cells represent the marginal income of the third-party. The results
show that the marginal income decreases as incentives become stronger.
Additionally, the sustainability of incentives is also influenced by the ra-
tional level of participants, 𝛽. Under mixed incentives, the market size is
always greater than 86.

Figure 4-8(a)-(c) show that the marginal income of the third-party is neg-

atively related to the strength of the reward or punishment. As mixed

incentives become stronger, the slope of 𝑊𝑇 changes from positive to neg-

ative, indicating that lighter mixed incentives result in a lower implemen-

tation cost, leading to a higher marginal income for the third-party, and

enabling sustainability. While light mixed incentives can lead to a reduc-

tion in the market size 𝑀 , it consistently remains above 86 under mixed

incentives.

When comparing Figure 4-8(a)-(c) horizontally, the value of 𝛽 has a strong

influence on the sustainability of mixed incentives. When 𝛽 = 1, partic-

ipants are less rational, the market is always mixed with defectors, as

indicated by Figure 4-5(g). If the incentives become stronger, the cost of

𝑅𝐶𝐷 will increase. It explains why when 𝑅𝐶𝐷 + 𝐹𝐷𝐷 is greater than 3,

the slope becomes negative, and incentives become unstable. When 𝛽 = 4,

more rational participants will choose to be cooperators, this fact increases

the cost of 𝑅𝐶𝐶 . Thus, when 𝑅𝐶𝐶 + 𝐹𝐶𝐷 is greater (≥ 2.75), incentives

become unsustainable as shown in Figure 4-8(c). For Figure 4-8(b), when

𝛽 = 2, it combines the feature of Figure 4-8(a) and Figure 4-8(c).
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In summary, the results of the three groups of simulation experiments re-

veal varying performance of different types of incentives in promoting the

cooperation level of participants, influencing the accumulated wealth of

both participants and the third-party, and maintaining the market size

𝑀 . Generally, stronger incentives are more effective in increasing the co-

operation level. In terms of wealth accumulation, compared with pure

reward incentives, pure punishment incentives ensure the wealth of the

third-party is positive, making them constantly sustainable in execution.

However, pure punishment also has the potential to eliminate participants

and results in the shrinkage of the market size 𝑀 . Counterintuitively,

heavier punishment performs better in maintaining 𝑀 . Under mixed

incentives, the wealth of both parties show opposite trends. Moreover,

choosing mixed incentives of the moderate strength can maximize the

overall affluence (𝑊𝐴 + 𝑊𝑇 ). Nevertheless, mixed incentives are not al-

ways sustainable, their sustainability depends on both their strength and

the rational level of participants.

4.5 Concluding remarks

During the last few decades, tremendous efforts have been devoted to de-

signing appropriate incentives. Although the sustainability of incentives

is considered a crucial criterion for evaluating real-world incentives and

policies in the field of political economics [8], theoretical explorations of-

ten overlook the sustainability, especially when incentives are carried out

by a third-party (or external decision-maker [32]). This chapter, from an

institutional perspective, considers 1) the sustainability of incentives by

introducing cost and income of the third-party in incentive execution; 2)

the effect of incentives on the market’s affluence via a participants elim-

ination mechanism. The motivation for these considerations is twofold.

First, we believe that when designing incentives, it is critical to consider

their sustainability at the institutional level to ensure the practicality of
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incentives. Second, the market is supposed to be viewed as an entire eco-

logical system where its flourishing depends not only on the population of

cooperators, but also on the market’s size and the accumulated wealth of

both parties involved.

Simulation experiments imply that pure reward incentives are unsustain-

able, given the fact that the third-party has to constantly provide high

subsidies. However, this conclusion might be different under different as-

sumptions for the income of the third-party. For example, Sasaki and

Uchida proposed a sustainable pure reward incentives based on volun-

teer reward pool, assuming that the fund in the rewarding pool enjoys an

interest rate, and the rewarding pool is shared by rewarders and cooper-

ators [138]. Yet, this chapter focuses on institutional enforced incentives,

assuming that the resources for rewarding are purely from commission fees,

and with no interests rate. Therefore, the rewarding pool does not increase

spontaneously. Meanwhile, to reach a high cooperating level, analytical

results show that the reward needs to be greater than the temptation of

defection (𝑇 ), indicating a high cost of rewarding. These two assumptions

lead to the opposite conclusion in this chapter, that pure reward incentives

are unsustainable. The seemingly contradictory results highlight the sub-

tlety of rewarding incentives, whose sustainability depends on the nature

of the specific system.

For pure punishment, several published works have explored the require-

ments for sustainable pool punishment. For example, Matjaž et al. pointed

out that punishing second-order free-riders can lead to sustainable pool-

punishment in population-structured public goods games [120, 121]; Sarah

et al. relaxed this requirement by introducing the signaling effect of par-

ticipants knowing whether a punishment institution was established [140].

Different from traditional pool punishment, Lee, Colin, and Szolnoki pro-

posed hiring mercenary punishers from players by the collected tax, to

counteract second-order free-riders [90].
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The model in this chapter distinguishes itself from these pool or mercenary

punishment models by assuming that the third-party cannot be composed

of players, considering the rule enforcers of a market is usually fixed by a

group of professional managers or regulators. In this study, the punish-

ing pool is composed of commission fee and retrieved fine, with 𝛼 percent

of the retrieved fine allocated to cover enforcement cost (𝛼 = 0.3 [128]).

These settings make the costly punishment sustainable. Additionally, by

introducing the elimination mechanism where participants unable to afford

the fine or commission fee are removed, the results show that punishment

incentives can lead to a reduction of in market size. Light punishments

may even lead to the collapse of a market, whereas heavier punishment

better maintains the market size. Because heavier punishment improves

the cooperation level more effectively. For the same reason, heavier pun-

ishment promotes the affluence of participants and the third-party in a

long term. The findings further suggest that these positive effects of pun-

ishment incentives can be enhanced by more rational participants.

Few previous studies have explored how mixed incentives should be em-

ployed. Chen et al. found that the switch of incentive from reward to pun-

ishment based on the population of cooperators can effectively promote

cooperation [28]. Fang et al. pointed out that mixed incentives which

enjoy synergistic effects perform better on promoting cooperation [51]. In

this study, we observe that mixed incentives not only lead to a high level of

cooperation, but also exhibit advantages in terms of sustainability and af-

fluence, compared with pure incentives. Specifically, compared with pure

rewards, mixed incentives perform better regarding the sustainability. In

comparison to pure punishment, mixed incentives can better maintain the

market size (𝑀 > 86) and prevent it from collapsing, thereby ensuring the

affluence of the market. Furthermore, experimental results reveal a trade-

off between the wealth of the third-party (𝑊𝑇 ) and that of participants

(𝑊𝐴). As incentives become stronger, 𝑊𝑇 decreases while 𝑊𝐴 increases.

At moderate strength, the overall wealth, 𝑊𝑇 + 𝑊𝐴, is maximized. Thus,
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mixed incentives, to a certain extent, combine the advantages of pure in-

centives.

Back to the research questions proposed at the beginning of this chapter,

we can draw the following insights:

• Evaluation criteria for institutional incentives: effective institutional

incentives should consider criteria such as cooperation level, sustain-

ability, and their impact on market affluence.

• Effects of various incentives:

– Pure reward incentives promote participants’ wealth but can

hardly be implemented sustainably.

– Pure punishment is always sustainable. Light punishment may

reduce the market size, while heavy punishment helps maintain

the market size, and benefits the affluence of both participants

and the third-party.

– Mixed incentives combine the advantages of pure incentives.

• Impact of participants’ rationality: the level of participant ratio-

nality can significantly influence the effectiveness of incentives in

promoting cooperation. Lower rationality necessitates stronger in-

centives to achieve a high cooperation level.

For future work, some of the assumptions in this study can be relaxed. For

example, instead of always implementing punishment or rewards, proba-

bilistic sanctioning can be an alternative way to reduce the cost of in-

centive implementation [102, 29]. Correspondingly, facing such uncertain

punishment or reward, the players might not necessarily be risk-neutral.

They can be risk-averse when facing punishments [111] or risk-seeking

when facing rewards [181]. Such extensions on assumptions can adjust

the third-party’s cost in enforcing incentives, and tune the expected pay-

off of individuals, thereby influencing the effect of incentives. Considering
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the constantly evolving environment, flexible incentives are potentially

cost-efficient [147, 28, 166], evaluating their effect on affluence and their

sustainability is of vital practical importance. By such extensions, more

guidance are expected to be drawn in dealing with complicated scenarios.
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Chapter 5

Enhancing incentive

implementation against

corruption

Abstract: This chapter addresses RQ 4, “Can external supervision

services combat corruption in incentive implementation?” Aim-

ing at improving incentive implementation, this chapter first assesses the

impact of bribery collusion resulting from potential corruption, and sub-

sequently explores the effectiveness of external supervision services, such

as complaints or reports, in combating corruption.

A version of the work in this chapter is published as “The dynamics of corruption
under an optional external supervision service” in Applied Mathematics and Computa-
tion, 2023.

93



Figure 5-1: Graphical abstract of Chapter 5

94



5.1 Introduction

From simple groups of individuals to complex alliances of countries, incen-

tives are a common way of constraining behaviors, ensuring interactions

are compliant with any specified rules, and a means of promoting coopera-

tive behavior [61]. Incentives are always carried out by an independent rule

enforcer [93] who has complete oversight of the participants and executes

punishments to the rule-breakers (resp. defectors), or rewards/compen-

sates the rule-obeyers (resp. cooperators) [121]. However, the effectiveness

of incentives can be undermined by pervasive corruption, as institutions

are still operated by individuals with selfish motives [110, 4, 141, 101]. Cor-

rupt authorities might accept bribes from the defecting participants who

intend to escape from the punishment [91, 26] or to get the reward [99].

Such collusive bribery can encourage non-compliant behaviors, erode trust

among the participants, and ultimately lead to the collapse of the social

contract [91].

Combating pervasive corruption has thus attracted the attention of schol-

ars from different fields. An achieved consensus is that transparency is crit-

ical for mitigating corruption. For example, Michael et al. proved the ef-

fect of transparency on mitigating corruption in public goods games(PGGs)

through experiments as described in [110]; Brusca et al., based on survey

data, analyzed the positive effect of transparency on fighting against cor-

ruption [19]. Supervision services are effective and common countermea-

sures in guaranteeing transparency facing corruption: companies can hire

independent regulatory authorities to detect potential fraud [107, 175];

citizens can pay for certification [76], appraising or identification service if

they suspect fraudulent behavior, and prepare for further available public

activities such as complaints [159, 13], whistle-blowing, or reporting [185].

For the sake of brevity, let us refer to such services able to survey the pro-

cess, assess the value, detect frauds, and provide certifications as external
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supervision services. These external supervision services provide par-

ticipants with an opportunity to supervise authorities by reducing the

information asymmetry [105], thereby improving the transparency of the

system, and ultimately combating collusive corruption.

External supervision services result in extra costs [159, 44, 118], naturally,

the level of the cost can influence the participants’ willingness to engage

such services. If the cost is too high, there might be fewer participants

to pay for the service, which makes the collusive bribery still hard to be

discovered, and thus corruption can breed. However, not only the cost,

but also the environment can influence the engagement strategy, since the

benefits of the engagement depends on the probability of discovering the

collusive bribery. If the probability of being cheated by peers, and the cor-

ruption level of rule enforcers are high, the engagement would be sensible.

But if rule enforcers are honest and the participants are all cooperators,

engaging the external supervision service is no longer a sensible strategy.

Meanwhile, the participants’ engagement to the external supervision ser-

vice in turn shapes the environment. Rule enforcers have to count the

extra income from the bribe against the risk of being discovered. As a

consequence, when more participants engage the service, rule enforcers

would tend to be honest.

Accordingly, the introduction of external supervision services can poten-

tially control the corruption of rule enforcers and subsequently decrease

the fraction of defectors among the participants. But these effects can

be influenced by other factors, for example, the cost of the external su-

pervision service. This chapter tries to figure out how the paid external

supervision service influences the evolutionary dynamics of strategies em-

ployed by both rule enforcers and participants. This problem is ideally

suited for analysis by evolutionary game theory (EGT), which relies on

the Darwinian process of natural selection that drives participants toward

the optimization of reproductive success [132, 142]. EGT has been widely

applied to analyze and predict the dynamics of strategy profiles during
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the evolution process [178, 59, 165, 102].

Recently, a number of papers have applied EGT to explore the key fac-

tors that might influence the corruption level of rule enforcers [14, 104],

and the evolutionary dynamics of rule enforcers and participants [93, 91].

Additionally, EGT has been used to examine the influence of different

anti-corruption controls on the corruption level, including social exclu-

sion [100] and government authority’s direct investigation [185]. These

anti-corruption controls are of zero cost for the participants. However, it

is still not yet fully understood when the control requires a certain cost

for the participants [5]. Verma et al. explored how the complaint cost

impacts the proliferation of the harassment bribes among varying struc-

tured population [159]. They found that with a lower cost of complain-

ing, participants will tend to complain, and the population of honest rule

enforcers is proliferated. In harassment bribes, participants are limited

to interacting with the rule enforcers and can choose to either bribe or

complain. In contrast, collusive bribes involve interactions among partici-

pants [3], where their payoff depends not only on the interactions with the

rule enforcers, but also on their interactions with peers, deciding whether

to collaborate or betray. This is the distinction in the strategy space of

participants in collusive bribes and harassment bribes. In addition, con-

sidering a lower complaint cost could narrow the payoff difference between

participants who complain and those who do not, which may encourage

complaint abuse and eventually increase unnecessary cost among the par-

ticipants. It is hence arguable whether minimizing the complaint cost is

the optimized choice within the collusive bribery environment. This chap-

ter thereby aims to answer the following questions: 1) To what extend

can the external supervision service combat corruption? 2) How do other

key factors, such as the service cost, influence its effectiveness in combat-

ing corruption? 3) Is minimizing the service cost always optimal for the

market?

To address these questions, let us consider a general market composed of
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two parties: rule enforcers who ought to enforce the incentives but face

the temptation of bribes, and participants who can play games pairwise.

Among the participants, the cooperators are provided with the optional

choice of engaging the external supervision service, which can prevent

potential loss caused by collusive bribery. To investigate the effect of

such external supervision services on combating collusive bribery, we first

construct a model to mimic the co-evolution of the strategies in both

parties. The evolution of the strategies is then analyzed, using replicator

dynamics in an infinite and well-mixed market; furthermore, we apply

numerical simulation experiments to study the evolution within different

sizes of finite markets. Our analysis reveals several interesting results, and

premised on which, we propose a number of strategies to help manage

such markets.

The remainder of this chapter is organized as follows: Section 5.2 intro-

duces the basic model composed of the bribery game between rule enforcers

and the participants, and the dilemma game played by participants. Sec-

tion 5.3 provides the analytical results of player-enforcer dynamics with

differing service cost in an infinite market, and some robustness analysis

when participants can explore different strategies. Section 5.4 discusses

the stochastic dynamics within finite markets of various scales. We con-

clude the findings and compare them with related work in Section 5.5.

5.2 The bribery game model with the exter-

nal supervision service

Let us first consider a population of participants within a market and

assume that interactions within this market operate as a pairwise social

dilemma between two participants (also called players). The action space

of players is defined as 𝒜𝑝 = {𝐶, 𝐷}, where 𝐶 is the strategy of the coop-

erators who obey the market rules, and 𝐷 is the strategy of the defectors
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who break the rules. Table 5.1 presents the payoff matrix of pairwise play-

ers. It can be regarded as a classic one-shot prisoner’s dilemma where 𝑏 is

the payoff for mutual cooperation, and 𝑐 is the temptation of choosing to

defect [54, 108]. It can also be considered as a donation game where 𝑐 is

the cost for donation, and 𝑏 + 𝑐 is the payoff when free-riding [72].

C D

C 𝑏 −𝑐

D 𝑏 + 𝑐 0

Table 5.1: Original
payoff matrix

C D

C 𝑏 − 𝑐0 −𝑐 + 𝑓/2 − 𝑐0

D 𝑏 + 𝑐 − 𝑓 − 𝑐0 −𝑓 − 𝑐0

Table 5.2: Payoff matrix with rule
enforcers implementing incentives

C D

C 𝑏 − 𝑐0 −𝑐 − 𝑐0

D 𝑏 + 𝑐 − 𝐵 − 𝑐0 −𝐵 − 𝑐0

Table 5.3: Payoff matrix with corrupt enforcers

Incentives are needed to maintain the order of the market. The payoff ma-

trix shown in Table 5.1 indicates that defecting is the dominant strategy.

Without incentives, all self-interested players will choose 𝐷, which leads

to pure defectors where no one can gain any benefits. Accordingly, rule

enforcers need to detect and punish the defectors, and protect the inter-

ests of the cooperators, for ensuring the order of the market. Since the

implementation of the incentives is usually at a cost [167, 189], we assume

that players need to pay 𝑐0 (𝑐0 < 𝑏) to rule enforcers as a commission fee

for joining this market.

In this model, both negative and positive incentives are considered. Each

of the defectors is penalized with a fine 𝑓 where 𝑓 > 𝑐. 𝑘𝑓 (𝑘 ∈ (0, 1))

is used to cover the cost of rule enforcers in monitoring the market and

collecting the fine. Each of the cooperators who were cheated by defectors

receive a compensation of (1 − 𝑘)𝑓 from rule enforcers. Without loss of

generality, set 𝑘 = 0.5. Under this mechanism, the dominant strategy is
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𝐶 as shown in Table 5.2, and the market evolves into one that contains

only cooperators.

Prevalent symmetric information provides two favorable conditions for col-

lusive bribery. First, the defectors are more likely to bribe as the prob-

ability for players to discover the defection is low. As long as the cost

of bribe 𝐵 is less than the profit gained from cheating and less than the

fine 𝑓 , namely, 𝐵 < 𝑐 < 𝑓 ; bribing is preferable for defectors. Second,

rule enforcers also tend to be corrupt, driven by the additional income 𝐵

and the collusive bribe being unlikely to be detected. Such hidden bribes

and corruption can change the payoff matrix completely. Table 5.3 de-

scribes the scenario in which bribes and corruption happen. Comparing

Table 5.3 to Table 5.2, it can be observed that the existence of a bribe

and corruption drives 𝐷 to become the dominant strategy.

Hence, the strategy of players fully depends on whether the rule enforcers

are corrupt or not. Let us denote the action space of enforcers as 𝒜𝑢 =

{𝑈ℎ, 𝑈𝑐}. For each pair of players, there is one enforcer in charge of

incentive enforcement. If the rule enforcer is honest, 𝐶 is the dominant

strategy, otherwise 𝐷 is the dominant one. Based on these variables, the

level of corruption can be represented by the fraction of corrupt enforcers.

If there are no mechanisms to break the information asymmetry, then

honest enforcers can become corrupt through social learning or natural

selection, because of the additional income from the bribe 𝐵. Fortunately,

the cooperators can protect their interests through external supervision

services at cost 𝑎 to check the interaction, and subsequently be informed

about the existence of non-compliant behavior1. Once the collusive bribery

between the defector and the corrupt enforcer is exposed, the corrupt en-

forcer needs to not only return the compensation 𝑓/2 and the commission

fee 𝑐0 but also cover the cost 𝑎 for the cooperator. In addition, the defector

1This model assumes that there are infinite external organizations to offer external
supervision services. The defector does not know which organization is hired by the
cooperator. Thus, the second order bribe where the defector is able to bribe the hired
organization is not considered.
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is fined 𝑓 . Hence, for cooperators, they can choose to engage the external

supervision service or not. The strategy in which the service is (resp. not)

engaged is denoted as 𝐶𝑎 (resp. 𝐶𝑎̄), and the corresponding cooperators

are called cautious cooperators (resp. trusting cooperators). The payoff

matrix of 𝐶𝑎, 𝐶𝑎̄ and 𝐷 facing an honest enforcer is denoted as 𝐴ℎ:

𝐶𝑎 𝐶𝑎̄ 𝐷⎛⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎠

𝐶𝑎 𝑏 − 𝑐0 − 𝑎 𝑏 − 𝑐0 − 𝑎 −𝑐 + 𝑓/2 − 𝑐0 − 𝑎

𝐶𝑎̄ 𝑏 − 𝑐0 𝑏 − 𝑐0 −𝑐 + 𝑓/2 − 𝑐0

𝐷 𝑏 + 𝑐 − 𝑐0 − 𝑓 𝑏 + 𝑐 − 𝑐0 − 𝑓 −𝑐0 − 𝑓

,

facing a corrupt enforcer is denoted as 𝐴𝑐:

𝐶𝑎 𝐶𝑎̄ 𝐷⎛⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎠

𝐶𝑎 𝑏 − 𝑐0 − 𝑎 𝑏 − 𝑐0 − 𝑎 −𝑐 + 𝑓/2

𝐶𝑎̄ 𝑏 − 𝑐0 𝑏 − 𝑐0 −𝑐 − 𝑐0

𝐷 𝑏 + 𝑐 − 𝑐0 − 𝑓 − 𝐵 𝑏 + 𝑐 − 𝑐0 − 𝐵 −𝑐0 − 𝐵

.

For the rule enforcers, 𝑈ℎ can get 2𝑐0 in all combinations of participants,

while 𝑈𝑐 can get 𝑐0 + 𝐵 − 𝑎 in the event (𝐶𝑎, 𝐷), 2𝑐0 + 𝐵 in the event

(𝐶𝑎̄, 𝐷), and 2𝑐0 + 2𝐵 in the event (𝐷, 𝐷). The strategy of rule enforcers

is thus decided by the fractions of cautious cooperators (𝐶𝑎), trusting

cooperators (𝐶𝑎̄) and defectors (𝐷) in the population. The next section

discusses the strategy dynamics of participants and rule enforcers.
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5.3 Player-enforcer dynamics in an infinite

population

Let the total number of players be 𝑁 , the number of players who choose

strategy 𝐶𝑎, 𝐶𝑎̄, and 𝐷 be #𝐶𝑎, #𝐶𝑎̄, and #𝐷; then the fraction of

strategy 𝑆𝑖 is #𝑆𝑖/𝑁 , (𝑆𝑖 ∈ {𝐶𝑎, 𝐶𝑎̄, 𝐷}). The strategy profile is thus

denoted as x = (𝑥1, 𝑥2, 𝑥3) = (#𝐶𝑎/𝑁, #𝐶𝑎̄/𝑁, #𝐷/𝑁). Analogously, let

𝑀 be the total number of rule enforcers, 𝑀 = 𝑁/2, the strategy profile

of rule enforcers is y = (𝑦1, 𝑦2) = (#𝑈ℎ/𝑀, #𝑈𝑐/𝑀). The initial state

of strategy profiles are noted as x(0) and y(0). x and y evolve within the

simplex S = Δ3 × [0, 1] spanned by the six points (𝐶𝑎, 𝑈ℎ), (𝐶𝑎̄, 𝑈ℎ), (𝐷,

𝑈ℎ), (𝐶𝑎, 𝑈𝑐), (𝐶𝑎̄, 𝑈𝑐), (𝐷, 𝑈𝑐). This section analyzes the dynamics of x

and y within an infinite and well-mixed population under the framework

of EGT [72, 71].

Considering an infinite and well-mixed population, the dynamics of x and

y follow the replicator equations:

𝑥𝑖 = 𝑥𝑖

[︀(︀
(𝐴ℎx)𝑖 − x⊤𝐴ℎx

)︀
𝑦1 +

(︀
(𝐴𝑐x)𝑖 − x⊤𝐴𝑐x

)︀
𝑦2

]︀
𝑦1 = 𝑦1(1 − 𝑦1)

(︀
𝜋(𝑈ℎ) − 𝜋(𝑈𝑐)

)︀ , (5.1)

where 𝜋(𝑈ℎ) and 𝜋(𝑈𝑐) are the payoff of honest enforcers and corrupt

enforcers:

𝜋(𝑈ℎ) = 2𝑐0

𝜋(𝑈𝑐) = 2𝑐0(𝑥2
1 + 𝑥2

2 + 2𝑥1𝑥2) + (2𝑐0 + 𝐵)2𝑥2𝑥3

+ (𝑐0 + 𝐵 − 𝑎)2𝑥1𝑥3 + (2𝑐0 + 2𝐵)𝑥2
3

= 2𝑐0(1 − 𝑥1𝑥3) + 2𝐵𝑥3 − 2𝑎𝑥1𝑥3

. (5.2)

Thereby, we can analyze the dynamics of x and y, and then discuss the

robustness of the results under different exploration rates.
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5.3.1 Player-enforcer dynamics without exploration

The simplex 𝑆 in Figure 5-2(a) represents the dynamics of x with hon-

est enforcers (𝑦1 = 1), while the simplex in Figure 5-2(b) represents the

dynamics of x with corrupt enforcers (𝑦1 = 0). The values of parameters

𝑏, 𝑐, 𝑐0, 𝐵, and 𝑓 have been set as 0.5, 0.5, 0.2, 0.2, and 2, respectively,

based on previous studies [93, 167, 91, 189, 92]. Changing these parameter

values can impact the players’ and rule enforcers’ payoffs, thereby leading

to different results. However, this study has opted to use commonly em-

ployed values for these parameters and only focuses on varying the level

of 𝑎 and exploration rates.

In the context of the evolutionary game theory framework, the boundary

points that span S are invariant states. Therefore, the vertices of Δ3

are fixed points [72]. In both Figure 5-2(a) and Figure 5-2(b), trusting

cooperation (𝐶𝑎̄) is the dominant strategy on the edge 𝐶𝑎𝐶𝑎̄, the cautious

cooperators thus evolve into trusting ones, and x = (1, 0, 0) is always

a saddle point. With pure honest enforcers, x* = (0, 1, 0) is the only

asymptotically stable fixed point.

While with pure corrupt enforcers, there are no stable fixed points. The

growth of 𝐶𝑎̄ makes strategy 𝐷 the dominant one, hence, the players’

strategies adapt from 𝐶𝑎̄ to 𝐷. Then, with the increase of 𝑥3, cooperators

are motivated to be cautious again. That’s why the three fixed points

located in the vertices of the simplex Δ3 are unstable, as Figure 5-2(b)

shows. Except for the three vertices, there is one internal fixed point

x1
* =

(︀
(𝑐−𝐵)/𝑓, 1−(𝑐−𝐵)/𝑓−2𝑎/(2𝑎+𝑓+2𝑐0), 2𝑎/(2𝑎+𝑓+2𝑐0)

)︀
. Let us

first discuss the existence of x1
*, and then discuss its stability. Since 𝐵 <

𝑐 < 𝑓 , it is easy to tell that (𝑐−𝐵)/𝑓 ∈ (0, 1) and 2𝑎/(2𝑎+𝑓 +2𝑐0) ∈ (0, 1).

Thus, when 𝑥1 + 𝑥3 ∈ (0, 1), namely, 2𝑎 + 𝑓 + 2𝑐0 < 𝑓(𝑓 + 2𝑐0)/(−𝐵 + 𝑐),

the interior fixed point x1
* exists. Whether x1

* is asymptotically stable

depends on the real part of the eigenvalues of the Jacobian matrix (eq.B.2

in Appendix B.1.1) at x1
*. Figure 5-2(b) shows one unstable example
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(a) 𝑦1 = 1 (b) 𝑦1 = 0

(c) Mixed rule enforcers with 𝑎 = 0.1

(d) x(0) = (0.25, 0.25, 0.5), y(0) =
(0.1, 0.9), 𝑎 = 0.1

(e) x(0) = (0.25, 0.25, 0.5), y(0) =
(0.1, 0.9), 𝑎 = 0.5

Figure 5-2: Player-enforcer dynamics in an infinite well-mixed population.
With the replicator equations (eq.5.1), the dynamics of x facing honest
and corrupt enforcers are shown in Figure 5-2(a) and Figure 5-2(b) (𝑏 =
𝑐 = 0.5, 𝑐0 = 𝐵 = 0.2, 𝑓 = 2, 𝑎 = 0.1). The white nodes are unstable fixed
points, gray nodes are saddle fixed points, and black nodes are asymptotic
stable points. In the simplex S = Δ3 × 1, (𝑦1 = 1), the dominance of
pure trusting cooperation (x* = (0, 1, 0)) is the only asymptotic stable
point. In the simplex S = Δ3 × 0, (𝑦1 = 1), there is an unstable interior
fixed point x1

*, and with a lower 𝑎, x1
* gets closer to the edge 𝐶𝑎𝐶𝑎̄.

S × [0, 1] in Figure 5-2(c) represents the dynamics of x facing mixed rule
enforcers. The horizontal evolution directions of fixed points are shown
with dashed arrows. Except for the seven fixed points on the left and
right surface, all points on the edge 𝐶𝑎𝐶𝑎 (pure cautious cooperators) are
saddle points; points on the edge 𝐶𝑎̄𝐶𝑎̄ (pure trusting cooperators) are
asymptomatically stable when 𝑦1 > (𝐵 − 𝑐)/(𝐵 − 𝑓), otherwise, they are
saddle points. All points on the edge 𝐷𝐷 (pure defectors) are unstable,
and players evolve from 𝐷 to 𝐶𝑎 or to both 𝐶𝑎 and 𝐶𝑎̄ (if 𝑦1 > 2(𝐵 −
𝑐)/(2𝐵 −3𝑓)); rule enforcers evolve to corrupt ones. Without exploration,
y* is always reachable, and the equilibrium is decided by y(0). Figure 5-
2(d) and Figure 5-2(e) show the player-enforcer dynamics when y(0) =
(0.1, 0.9), in which y* = (0, 1) and x exhibits cyclic dominance. A higher
𝑎 has a stronger inhibition effect on cautious cooperators and a heavier
punishment effect on corrupt enforcers, which induces the difference of the
trajectories of x and y in Figure 5-2(d) Figure 5-2(e).
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with 𝑎 = 0.1. However, when 𝑎 = 0, x1
* is stable, and it is located on

the edge 𝐶𝑎𝐶𝑎̄. A more elaborate stability analysis of x1
* can be found

in Appendix B.1.1.

Figure 5-2(a) and Figure 5-2(b) show two extreme scenarios, corresponding

to the left and right surface of the triangular prism simplex S = Δ3 ×

[0, 1] in Figure 5-2(c). This simplex captures the regime with mixed rule

enforcers when 𝑎 = 0.1. There are no interior fixed points inside S =

Δ3 × [0, 1], and neither on the back surface (𝑥1 = 0), the front surface

(𝑥2 = 0), nor the bottom surface (𝑥3 = 0). However, all the points on

edge 𝐶𝑎𝐶𝑎 and 𝐶𝑎̄𝐶𝑎̄ are fixed points. In the following analysis, we further

analyze S = Δ3 × [0, 1] from the bottom surface to the upper edge 𝐷𝐷.

On the bottom surface where 𝑥3 = 0, since honest and corrupt strategies

perform equally well for rule enforcers, facing a homogeneous population

of cooperators, every fixed point on the edge 𝐶𝑎𝐶𝑎 and 𝐶𝑎̄𝐶𝑎̄ are fixed

points. For fixed points on 𝐶𝑎𝐶𝑎, they are saddle points and unstable,

as for players, 𝐶𝑎 is dominated by 𝐶𝑎̄ facing cooperators. For the fixed

points on the edge 𝐶𝑎̄𝐶𝑎̄, the transversal eigenvalue lim𝑥3→0 𝑥3/𝑥3 changes

sign at (𝐵 − 𝑐)/(𝐵 − 𝑓). More specifically, when 𝑦1 > (𝐵 − 𝑐)/(𝐵 − 𝑓),

the transversal eigenvalue is negative, which indicates that x* = (0, 1, 0)

is asymptotically stable and 𝐷 cannot invade this trusting cooperative

equilibrium. Whereas when 𝑦1 ≥ (𝐵 − 𝑐)/(𝐵 − 𝑓), x* = (0, 1, 0) is not

asymptotically stable and can be invaded by defectors, then the fraction

of corrupt enforcers will be aroused by the invading defectors, and finally

move towards the right surface of the simplex S = Δ3 × [0, 1] (Red arrows

represent the horizontal evolution directions). Accordingly, all the fixed

points on the left side of the dark gray triangle are stable, while those

on the right side of the triangle are saddle points. It can be inferred

that, in an infinite population, the initial strategy profile of rule enforcers

is of vital importance to the evolution direction. If the market initially

contains more honest enforcers
(︀
𝑦

(0)
1 > (𝐵 − 𝑐)/(𝐵 − 𝑓)

)︀
, players have a

higher likelihood to evolve into pure trusting cooperators (More analysis
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can be found in Appendix B.1.2). Otherwise, the system ends up with

pure corrupt enforcers, and the strategy profile of players exhibits stable

oscillations, as Figure 5-2(d) and Figure 5-2(e) show.

When 𝑥3 > 0, there are no fixed points inside the simplex nor on the

edge 𝐷𝐷. On the edge 𝐷𝐷, all points are unstable. When the market

is completely composed of defectors, they eliminate themselves due to the

fixed cost 𝑐0, zero gain from the game, and the additional expense of

bribing 𝐵. This feature of defectors is defined as “self-inhibiting” in

the remainder of this chapter. The evolution direction at x = (0, 0, 1)

depends on y. As lim𝑥2→0 𝑥3/𝑥2 changes sign at 2(𝐵 − 𝑐)/(2𝐵 − 3𝑓),

when 𝑦1 > 2(𝐵 − 𝑐)/(2𝐵 − 3𝑓), both strategies 𝐶𝑎̄ and 𝐶𝑎 can invade,

otherwise only 𝐶𝑎 can invade. These two parts are segmented by the light

gray triangle in Figure 5-2(c).

In order to explore the influence of the cost for engaging the external

supervision service 𝑎, the player-enforcer dynamics under low cost 𝑎 = 0.1

and high cost 𝑎 = 0.5 are presented in Figure 5-2(d) and Figure 5-2(e),

where x(0) = (0.25, 0.25, 0.5) and y(0) = (0.1, 0.9). Comparing these two

subfigures, it can be observed that the value of 𝑎 does not change the

equilibrium, but it can influence the trajectories to the equilibrium.

For the dynamics of players, when 𝑎 = 0.5, the summit of the fraction of

𝐶𝑎 (𝑥1) is lower in each cycle, compared to when 𝑎 = 0.1. This result is

on account of the influence of 𝑎 on 𝐶𝑎. Since 𝐶𝑎 is the dominant strategy

when there are enough defectors, once the fraction of defectors decreases

below the threshold, #𝐶𝑎 decreases. A higher 𝑎 increases the threshold,

hence makes 𝑥1 decrease earlier, leading to a lower summit. The other

trend of 𝑥1 is the absolute value of its negative gradient is larger. That is

because 𝐶𝑎̄ is dominant to 𝐶𝑎 when cooperators are the majority, and a

higher 𝑎 strengthens this dominance. Then players transform from 𝐶𝑎 to

𝐶𝑎̄ faster. We generalize these two influences, reducing the summit and

accelerating the elimination of 𝐶𝑎, as the “inhibition effect” of 𝑎 on 𝐶𝑎.
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Actually, it is the inhibition effect that accelerates the oscillations of x.

The lower summit of 𝑥1 leads to more defectors remaining in the market,

the event (𝐶𝑎̄, 𝐷) then has a higher chance to happen. Since 𝜋(𝐷) is the

highest in the event (𝐶𝑎̄, 𝐷), the higher chance makes it easier for the

defectors to invade when 𝐶𝑎̄ is the majority. x hence is easier to move

away from its unstable fixed point x = (0, 1, 0), which shortens the time

of 𝑥2 staying at the high level. In addition, the faster elimination of 𝐶𝑎

also shortens the period. Therefore, the high 𝑎 reduces the period of x by

its heavier inhibition effect.

For rule enforcers, the fraction of corrupt enforcers (𝑦2) in the equilibrium

is 𝑦*
2 = 1. Under a low 𝑎, 𝑦2 increases monotonically from 𝑦

(0)
2 = 0.9;

but when 𝑎 = 0.5, 𝑦2 decreases briefly at the beginning. This difference

is caused by the influence of 𝑎 on 𝑈𝑐. In both circumstances, the defec-

tors start with being eliminated by 𝐶𝑎 in the event (𝐶𝑎, 𝐷)|(𝑈𝑐) where

𝜋(𝑈𝑐) = 𝑐0 + 𝐵 − 𝑎. 𝑎 then turns out to be a punishment for the corrupt

enforcers. Further, a high 𝑎 means a heavier punishment, which weakens

the dominance of 𝑈𝐶 and decreases its rate. Let us name this consequence

of 𝑎 on rule enforcers as “punishment effect”. Due to this punishment

effect, #𝑈ℎ increases at the beginning when 𝑎 = 0.5.

In summary, from the analytical results, the dynamics of players facing

honest enforcers are as one would expect: since 𝐶𝑎̄ is the strict dominant

strategy, x* = (0, 1, 0) is the only global evolutionary stable state (ESS).

When facing corrupt enforcers, there are no stable fixed points and x

exhibits stable oscillations, with their frequency being higher for larger

𝑎. In the case of mixed rule enforcers, the evolution direction strongly

depends on y(0). When 𝑦
(0)
1 < (𝐵 − 𝑐)/(𝐵 − 𝑓), y* = (0, 1), the dynamics

of x is then the same as when facing corrupt enforcers; otherwise the

equilibrium is x* = (0, 1, 0), and the higher 𝑎 is, the longer it takes to

reach y*. Finally, the different levels of 𝑎 can influence of trajectories of

x and y through the inhibition effect on cautious cooperators, and the

punishment effect on defectors.
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5.3.2 Player-enforcer dynamics with exploration

This section analyzes the player-enforcer dynamics when players and rule

enforcers explore alternative strategies with a certain probability, denoted

as the exploration rate or mutation rate. Let 𝜇 and 𝑣 be the mutation rate

of players and rule enforcers. 𝜇 means that, in an exploration step, 𝜇𝑥𝑖

players from the population of 𝑆𝑖 switch to one of the other two strategies,

𝑆𝑗 and 𝑆𝑘. Meanwhile, 𝜇𝑥𝑗/2 players from the population of 𝑆𝑗 and 𝜇𝑥𝑘/2

players from the population of 𝑆𝑘 joining the population of 𝑆𝑖. Therefore,

the change of 𝑥𝑖 caused by mutation is −𝜇𝑥𝑖 + 𝜇𝑥𝑗/2 + 𝜇𝑥𝑘/2. Similarly,

for rule enforcers, the change of 𝑦𝑖 brought by 𝑣 is −𝑣𝑦𝑖 + 𝑣(1 − 𝑦𝑖). Thus,

the replicator equations with random exploration can be formulated as:

𝑥𝑖 = 𝑥𝑖

[︀(︀
(𝐴ℎx)𝑖 − x⊤𝐴ℎx

)︀
𝑦1 +

(︀
(𝐴𝑐x)𝑖 − x⊤𝐴𝑐x

)︀
𝑦2

]︀
− 𝜇𝑥𝑖 +

𝜇(1 − 𝑥𝑖)
2

𝑦1 = 𝑦1(1 − 𝑦1)
(︀

𝜋(𝑈ℎ) − 𝜋(𝑈𝑐)
)︀

− 𝑣𝑦1 + 𝑣(1 − 𝑦1)
. (5.3)

To analyze the influence of the mutation rates on the player-enforcer dy-

namics, we first define two groups with two different mutation levels to

study the influence of the absolute value of the mutation rates. In the low-

level group, the mutation rate is 0.001 or 0.005 [56], and in the high-level

group, the rate is 0.01 and 0.05 [91]. To better understand the influence of

the relative values of 𝜇 and 𝑣, asymmetric mutation rates are designed for

players and rule enforcers, assuming either 𝑣 < 𝜇 or 𝑣 > 𝜇. Accordingly,

there are four total combinations of 𝜇 and 𝑣: {(𝜇 = 0.001, 𝑣 = 0.005),

(𝜇 = 0.005, 𝑣 = 0.001), (𝜇 = 0.01, 𝑣 = 0.05), (𝜇 = 0.05, 𝑣 = 0.01)}. The

other variables are the same as in Section 5.3.1 (𝑏 = 𝑐 = 0.5, 𝑐0 = 𝐵 = 0.2,

𝑓 = 2). Figure 5-3 presents the results under 𝑎 = 0.1 and 𝑎 = 0.5.
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Figure 5-3: Player-enforcer dynamics in an infinite well-mixed population,
allowing random exploration (𝑏 = 𝑐 = 0.5, 𝑐0 = 𝐵 = 0.2, 𝑓 = 2). With
mutation rates 𝜇 for players and 𝑣 for rule enforcers, x* and y* are always
reachable, and the equilibrium of the system is robust to the initial state
x(0) and y(0). When 𝑣 > 𝜇, x* ≈ (0, 1, 0), y* ≈ (0.5, 0.5) (Figure 5-3(a)-
(d)). A higher 𝜇 leads more 𝐶𝑎̄ to explore 𝐶𝑎, 𝑥2 then increases; while
this increment of 𝑥2 can be offset by the stronger inhibition effect of 𝑎 on
𝐶𝑎: when 𝑎 = 0.5, the fraction of trusting cooperators is increased, which
reduces the unnecessary supervision cost. For rule enforcers, a higher 𝑣
almost does not influence y* because y* ≈ (0.5, 0.5). When 𝑣 < 𝜇, corrupt
enforcers are always the majority, as Figure 5-3(e)-(h) show. Hence, a
higher 𝑣 means more 𝑈𝑐 explore 𝑈ℎ, which improves the fraction of honest
enforcers. For players, more honest enforcers corresponds to a lower frac-
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tion of defectors. Nevertheless, the fraction of cautious cooperators (𝑥1)
is not necessarily decreasing, because a higher 𝜇 and a lower 𝑎 can lift 𝑥*

1
as Figure 5-3(g) shows.
In contrast to the results in Section 5.3.1, with exploration, x* and y*

are always reachable. Furthermore, the equilibrium is independent of the

initial state (See Appendix B.1.2). The equilibrium of the system as well as

the time required to reach it are decided by a combination of the mutation

rate and the cost 𝑎. From Figure 5-3, we observe that the relative value of

𝜇 and 𝑣 are critical for y*. More concretely, when 𝑣 > 𝜇, y* ≈ (0.5, 0.5)

(Figure 5-3(a)-(d)), otherwise 𝑈𝑐 is the majority (Figure 5-3(e)-(h)). The

following discusses the results under 𝑣 > 𝜇 and 𝑣 < 𝜇.

(1) The mutation rate of rule enforcers is higher than that of

players

When 𝑣 > 𝜇, the equilibrium of players is x* ≈ (0, 1, 0)2, and the equilib-

rium of rule enforcers is y* = (0.5, 0.5). In the low mutation group, players

always reach equilibrium faster than rule enforcers, as Figure 5-3(a) and

Figure 5-3(b) show. According to the analysis in Section 5.3.1, when the

market is composed of pure trusting cooperators, y has no motivation to

move, as strategies 𝑈𝑐 and 𝑈ℎ perform equally well; but when 𝑣 ̸= 0, y

continues evolving after x* is already reached. The majority 𝑈𝑐 mutates

to 𝑈ℎ since 𝜋(𝑈𝑐) ≈ 𝜋(𝑈ℎ)|(𝑥2 → 1), until y* ≈ (0.5, 0.5) is reached.

In the high mutation group, the time required to reach y* is significantly

shortened. This is because a higher 𝑣 leads to more corrupt enforcers

mutating into honest enforcers. The influence of higher 𝜇 is also applicable

to x: with a higher 𝜇, the system reaches x* faster. It is worth noting that

the combination of 𝜇 and 𝑎 decides the fraction of trusting cooperators in

the stable state (𝑥*
2). Generally, a higher 𝜇 leads to a lower 𝑥*

2, as more

𝐶𝑎̄ can explore 𝐶𝑎. However, when 𝑎 = 0.5, the strengthened inhibition

2Due to the mutation rate, 𝑥*
2 can approach but not reach 1. For instance, in

Figure 5-3(a), x* = (0.001000472, 0.9981471, 0.000852428) ≈ (0, 1, 0). Identically, y* ≈
(0.5, 0.5) in Figure 5-3(a)-(d).
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effect of 𝑎 on 𝐶𝑎 offsets the raise brought by the high 𝜇, and lifts 𝑥*
2.

Accordingly, 𝑥*
2|(𝜇 = 0.01, 𝑎 = 0.1) < 𝑥*

2|(𝜇 = 0.01, 𝑎 = 0.5) as Figure 5-

3(c) and Figure 5-3(d) show. The fact that a higher 𝑎 is associated with

more trusting cooperators indicates that a lower 𝑎 is not always better. A

lower 𝑎 might encourage more cooperators to seek the external supervision

service spontaneously, which is unnecessary when facing cooperators; we

call it as “unnecessary supervision cost” in the rest of the chapter.

(2) The mutation rate of rule enforcers is lower than that of

players

When 𝑣 < 𝜇, players have a higher mutation rate, and both players and

rule enforcers reach a mixed strategy equilibrium. Within the low muta-

tion group, y* ≈ (0, 1), x* depends on 𝑎. In Figure 5-3(a), the fraction

of defectors in the equilibrium is 0.068, rather 0.001 (when 𝑣 > 𝜇). The

persistent existence of 𝐷 stimulates the growth of 𝑈𝑐, hence instead of

(0.5, 0.5), y evolves to y* = (0.044, 0.956), where 𝑈𝑐 is the majority, and

the corresponding equilibrium of players is x* = (0.132, 0.801, 0.068).

In the high mutation group, the fraction of honest enforcers in the equi-

librium increases a lot compared to in the low mutation group. Because

𝑈𝑐 is the absolute majority, with a higher mutation rate, more 𝑈𝑐 explore

strategy 𝑈ℎ, and 𝑦*
1 increases. For players, with more honest enforcers

in the market, the fraction of defectors is lower. Although the remaining

cooperators are surrounded by more 𝑈ℎ and fewer 𝐷, the fraction of 𝐶𝑎 is

not necessarily lower. This is because a higher mutation rate also means

more 𝐶𝑎̄ explore strategy 𝐶𝑎, which then raises 𝑥*
1.

As for the influence of 𝑎, its inhibition effect of 𝑎 on 𝐶𝑎̄ decreases 𝑥*
1 in

both low and high mutation groups. With less external supervision, the

corresponding rate of 𝑈𝑐 and 𝐷 are higher.

In summary, the relative value of the mutation rates determines if rule

enforcers can reach the equal dominance (y* ≈ (0.5, 0.5)) where players
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are of trusting cooperation dominance (x* ≈ (0, 1, 0)). Only when 𝑣 > 𝜇,

y* ≈ (0.5, 0.5), and x* ≈ (0, 1, 0). Under this circumstance, a higher 𝑎

corresponds to a higher fraction of the trusting cooperators, which reduces

the unnecessary supervision cost. However, when 𝑣 < 𝜇, the cost 𝑎 to-

gether with the absolute value of the mutation rate determine x* and y*;

reducing 𝑎 or increasing the mutation rate is beneficial in reducing the

fraction of corrupt enforcers and promoting cooperation. We draw the

following conclusions: increasing the mutation rate of 𝑣 is always favor-

able for combating bribery corruption; the optimal 𝑎 depends on whether

𝑥* ≈ (0, 1, 0) is reached.

5.4 Stochastic dynamics in a finite popula-

tion

5.4.1 Simulation experiments design

This section discusses the stochastic dynamics in a finite population. Three

sets of experiments with different market sizes are designed: small scale

with 𝑁 = 10, medium scale with 𝑁 = 100, and large scale with 𝑁 = 1000.

For exploring the effect of introducing the external supervision service and

the related key factors on the stochastic dynamics, we first vary the level

of 𝑎 from 0.1 to 0.5; whereof 0.1 indicates low cost and 0.5 indicates high

cost. In place of the replicator equations 5.3 that are applied in an in-

finite population, in a finite population, we assume players update their

strategy from 𝑆𝑖 to 𝑆𝑗 with the likelihood
[︀
1 + exp

(︀
S(𝜋(𝑆𝑖) − 𝜋(𝑆𝑗))

)︀]︀−1.

Similarly, for rule enforcers, the likelihood of switching from 𝑈ℎ to 𝑈𝑐 is[︀
1 + exp

(︀
S(𝜋(𝑈ℎ) − 𝜋(𝑈𝑐))

)︀]︀−1, and vice versa. The random exploration

strategy is also adapted in the simulation experiments. The complete al-

gorithm of the stochastic dynamics is listed in Appendix B.2.2. Table 5.4

shows the complete setup for the experiments.
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Table 5.4: Simulation setup for player-enforcer stochastic dynamics

Model parameters Symbol Value

Number of players [167, 14] 𝑁 {10, 100, 1000}

Payoff of mutual collaboration [91] 𝑏 0.5

Cost of donation [91] 𝑐 0.5

Commission fee [91, 189] 𝑐0 0.2

Fine [93, 91] f 2

Cost of the bribe [91] B 0.2

Cost of hiring an auditor [5] a {0.1, 0.2, 0.3, 0.4, 0.5}

The mutation rate of players [91, 56] 𝜇 {0.001, 0.005, 0.01, 0.05}

The mutation rate of rule en-

forcers [56]

𝑣 {0.005, 0.001, 0.05, 0.01}

Selective strength S 1010

Initial population of participants x(0) (0.25,0.25,0.5)

Initial population of rule enforcers y(0) (0.5,0.5)

In the simulation experiments, the termination time step T varies for

different market sizes: T = 1000 for 𝑁 = 10, T = 2000 for 𝑁 = 100,

and T = 5000 for 𝑁 = 1000. These time steps are adjusted and fixed

after trials to ensure that the evolution time is sufficient to reveal the

patterns of evolution and provide relatively accurate results in the presence

of randomness.

5.4.2 Results of simulation experiments

For the evolution of x and y, there are two possible patterns that can

emerge: 1) the strategy profiles eventually evolve to stable states; 2) the

strategy profiles show stable oscillations. Figure 5-4(a) shows an exam-

ple of reaching a stable state, where 𝑁 = 10. As can be observed, for

players, the number of defectors decreases while the number of coopera-

tors increases. The trusting cooperators eliminate cautious ones until they

dominate the market (x* = (0, 1, 0)). For rule enforcers, as discussed in
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the analytical results, when x* = (0, 1, 0), any y can be a fixed point. In

Figure 5-4(a), y* = (0.5, 0.5), where the rule enforcers choose 𝑈ℎ or 𝑈𝑐

with an equal probability.

(a) 𝑁 = 10, 𝜇 = 0.01, 𝑣 =
0.05, 𝑎 = 0.1

(b) 𝑁 = 1000, 𝜇 = 0.001, 𝑣 =
0.005, 𝑎 = 0.5

Figure 5-4: Stochastic dynamics in a finite population. The population
profiles can either evolve into stable states or exhibit oscillations. Figure 5-
4(a) shows the stochastic dynamics of x and y in a small scale market
(𝑁 = 10), where x* = (0, 1, 0) and y* = (0.5, 0.5). Figure 5-4(b) shows an
example of stable oscillations in a large scale market (𝑁 = 1000), where
strategies exhibit cyclic dominance.

Figure 5-4(b) shows an example of stable oscillations in a large scale mar-

ket. This phenomenon essentially comes from players’ and rule enforcers’

adaptation to the environment. Since the market scale is large, defectors

cannot be completely removed. As the fraction of 𝐶𝑎̄ grows, the occur-

rence of (𝐷, 𝐶𝑎̄)|(𝑈𝑐) increases. When this event takes place, 𝑥3 rises and

𝑥2 falls, since 𝜋(𝐷) > 𝜋(𝐶𝑎̄). Therefore, 𝑥2 cannot reach 1. However,

the increase of 𝑥3 is constrained by the self-inhibiting nature of defectors:

the flourish of defectors triggers the emergence of cautious cooperators,

which in turn eliminate defectors. As a result, the fraction of cooperators

increases, leading to a renewed rise in 𝑥2 as the cycle repeats. Regarding

y, the high fraction of cautious cooperators hampers the growth of 𝑈𝑐 by

reducing 𝜋(𝑈𝑐) from 2𝑐0 + 𝐵 to 𝑐0 + 𝐵 − 𝑎. Consequently, 𝑦2 decreases

after 𝑥1 climbs up. However, 𝑦2 cannot decrease to 0 because the persis-

tent presence of defectors can stimulate the growth of 𝑈𝑐. The oscillatory

pattern hence emerges.

In the simulation experiments, whether the oscillatory pattern occurs de-
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pends on the market size 𝑁 , the mutation rates (𝜇 and 𝑣), and the cost of

the external supervision service 𝑎. In a small scale market where 𝑁 = 10,

both x and y can always reach a stable state. In a large scale market

where 𝑁 = 1000, the strategy profiles always show stable oscillations.

The most complicated case is the medium scale market, where 𝑁 = 100,

the strategy profiles can evolve into one of the two patterns, depending on

the mutation rates and the external supervision cost 𝑎. For convenience,

the results of experiments are reported in the order of 𝑁 = 10, 𝑁 = 1000,

and 𝑁 = 100. In each set of experiments, we elaborated on the influence

of the cost 𝑎 and the mutation rate on the stochastic dynamics.

(1) Stochastic dynamics in a small scale market: N = 10

When 𝑁 = 10, since the number of players in the market is small and

the low mutation rate does not influence the stochastic dynamics, only

the results of the high mutation rate group (𝜇 = 0.01, 𝑣 = 0.05 and 𝜇 =

0.05, 𝑣 = 0.01) are reported. For each set of parameters, the experiments

are repeated 500 times.

In a small scale market, the strategy profile of rule enforcers eventually

evolve to one of the stable states {(0.015, 0.985), (0.065, 0.935), (0.5, 0.5),

(0.935, 0.065), (0.985, 0.015)}. The stable states with a small fraction of

honest or corrupt enforcers are caused by the mutation rate 𝑣 (Detailed

proof is in Appendix B.3.1), i.e., y* = (0.015, 0.985) and y* = (0.065, 0.935)

are equivalent to y* = (0, 1) when 𝑁 = 10. In the remainder of this chap-

ter, for simplification, if the population evolves to a pure strategy equilib-

rium, y* is written as (0, 1). Hence, y evolves to one of the three equi-

libria: the dominance of honest enforcers (y* = (1, 0)), equal dominance

(y* = (0.5, 0.5)) and the dominance of corrupt enforcers (y* = (0, 1)).

The fraction of simulations (of the 500 repetitions) that reach these equi-

libria are shown in Figure 5-5. For players, when 𝜇 = 0.01, x* = (0, 1, 0)

is always reachable (Details can be found in Appendix B.3.2), but when
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Figure 5-5: The relative frequency of specific equilibrium of rule enforcers
among the 500 repetitions with 𝑁 = 10. The combination of the mutation
rate and 𝑎 determines the dynamics of y*: when 𝑣 > 𝜇 (𝑣 = 0.05), the
probability of more than half of the rule enforcers being honest (𝑦*

1 ≥ 0.5)
in the stable state is greater than 38.4%, whereas when 𝑣 < 𝜇 (𝑣 = 0.01),
the probability of evolving into pure corrupt enforcers (𝑦*

2 = 1) is almost
certain. In the former situation, the chance of 𝑦*

1 ≥ 0.5 decreases with a
higher 𝑎 due to the inhibition effect of 𝑎 on 𝐶𝑎; and in the latter situation,
the punishment effect of 𝑎 on 𝑈𝑐 makes the relative frequency of 𝑦*

2 = 1
slightly decreases as 𝑎 increases.

𝜇 = 0.05, x* is only reachable when y* = (1, 0); otherwise x presents

stable oscillations.

For rule enforcers in an infinite market, we have discussed that y* ≈

(0.5, 0.5) when 𝑣 > 𝜇, otherwise, rule enforcers evolve into a highly corrupt

group where 𝑦*
2 > 𝑦*

1 . Within a small scale market, we also observe from

Figure 5-5 that when 𝑣 > 𝜇, the probability of 𝑦*
1 ≥ 0.5 is much higher

than when 𝑣 < 𝜇. That is to say, when 𝑣 is high, the market is more likely

to evolve to the state where at least half of the rule enforcers are honest;

whereas when 𝑣 < 𝜇, the probability of evolving into corrupt dominance

is greater than 94.8%, although evolving into honest dominance is still

possible.

For players, x eventually evolves to a stable state that is composed of pure
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trusting cooperators when 𝜇 = 0.01. However, when 𝜇 = 0.05, x might

never reach a stable state. Considering 𝑁 = 10, the average number of

exploring players is 0.5, which means 𝐶𝑎 or 𝐷 can easily sneak in. Hence,

when y* = (0, 1), which is the most frequent outcome when 𝜇 = 0.05, x

presents a cyclic pattern as the left panel of Figure 5-4(b) shows.

The external supervision cost 𝑎 can influence y*’s value. From Figure 5-5,

it can be observed that the chance of 𝑦*
1 ≥ 0.5 decreases as 𝑎 increases when

𝑣 > 𝜇. This phenomenon is caused by the inhibition effect of 𝑎 on strategy

𝐶𝑎. With a lack of the external supervisions, the probability of y* = (0, 1)

is higher. However, when 𝑣 < 𝜇, the relative frequency of extreme fixed

points y* = (1, 0) is also increasing. This counter-intuitive conclusion that

rule enforcers have a higher probability to evolve to an honest equilibrium

with the increase of 𝑎, is owing to the punishment effect of 𝑎 on 𝑈𝑐.

Increasing 𝑎 induces a heavier punishment on 𝑈𝑐, and strengthens the

dominance of 𝑈ℎ in the event (𝐶𝑎, 𝐷), and therefore y* = (1, 0) increases

as 𝑎 increases.

In summary, in small scale markets, the equilibrium of the rule enforcers’

strategy profile is always reachable. In the stable state, enforcers can be

composed of pure 𝑈ℎ, half 𝑈𝑐 and half 𝑈ℎ, or pure 𝑈𝑐. The probability of a

specific equilibrium depends on the relative value of exploration rates and

𝑎. When 𝑣 > 𝜇, the probability of 𝑦*
1 ≥ 0.5 decreases from 72.4% to 38.4%

as 𝑎 increases from 0.1 to 0.5; when 𝑣 < 𝜇, the chance of 𝑦*
1 = 0 is more

than 94.8%. For players, x* = (0, 1, 0) is only reachable when 𝜇 = 0.01

(Proved in Appendix B.3.2) or when 𝑦*
1 ≥ 0.5 (Proved in Appendix B.3.2).

Otherwise, it exhibits a pattern of cyclic dominance.

(2) Stochastic dynamics in a large scale market: N = 1000

In a large scale market, cyclic dominance emerges among different strate-

gies for both participants and rule enforcers. The strategy profiles x

and y can never reach equilibria because the large population makes it
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more likely for rare mutations to occur and potentially lead to the emer-

gence and spread of less dominant strategies. Nevertheless, the mean

value of the fraction of corrupt enforcers or bribery defectors is critical

to evaluate the corruption level of the market. Ergo, this subsection

discusses the influence of the two key factors, the external supervision

cost and mutation rate, on the mean value of the fraction of strategies,

𝐸(#𝑆𝑖/𝑁) =
∑︀𝑡=5000

𝑡=1 (#𝑆𝑖/𝑁)(𝑡)/5000, 𝑆𝑖 ∈ {𝐶𝑎, 𝐶𝑎̄, 𝐷, 𝑈ℎ, 𝑈𝑐}. In ad-

dition, inspired by the results from the numerical experiments, the oscil-

lation frequency (Figure 5-2(d) and Figure 5-2(e)) or the speed of fluctu-

ations (Figure 5-3) can also be impacted by these two factors. We thus

count the average cycle length of strategies C (𝑆𝑖) and analyze the results.

Experiments under each set of parameters are repeated 200 times. All the

results are the average of the 200 repeated experiments.

Figure 5-6 shows the mean value of the fraction of specific strategies among

the population. The mutation rates are distinguished by the line type, and

the strategies are distinguished by the color. The results show that the

mutation rate does not bring too much difference to 𝐸(#𝑆𝑖/𝑁); never-

theless, with higher values of 𝜇, 𝐸(𝑥1), 𝐸(𝑥3), and 𝐸(𝑦2) are higher. The

influence of the service cost 𝑎 is that a higher 𝑎 induces more trusting co-

operators and more honest enforcers, leading to higher 𝐸(𝑥2) and 𝐸(𝑦1).

When there is no exploration, it has been proven that players will evolve

into homogeneous trusting cooperators (x* = (0, 1, 0)). However, in finite

markets, although this trend still persists, the equilibrium is not reachable,

because random exploration allows 𝐷 to invade. The greater the 𝜇 is, 𝑥2

is more likely to drop before it approaches one. This fact leads to the

result that 𝐸(𝑥2)|(𝜇) < 𝐸(𝑥2)|(𝜇′) when 𝜇 > 𝜇′. For the fraction of the

other two strategies, 𝐶𝑎 and 𝐷, they are more likely to rise before they

approach zero, and thus have higher mean values as 𝜇 increases.
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Figure 5-6: The mean value of the fraction of specific strategies
(𝐸(#𝑆𝑖/𝑁)) in large scale markets where 𝑁 = 1000. The influence
of different mutation rates on 𝐸(#𝑆𝑖/𝑁) is as follows: 𝐸(𝑥2)|(𝜇) <
𝐸(𝑥2)|(𝜇′) when 𝜇 > 𝜇′. A higher mutation rate makes 𝐶𝑎 and 𝐷 easier
to sneak in before 𝑥2 reaching 1, and hence decreases 𝐸(𝑥2) and increases
𝐸(𝑥1) and 𝐸(𝑥3). 𝐸(𝑦2) depends on both the relative value and absolute
value of 𝜇 and 𝑣. 𝐸(𝑦2) is higher when 𝑣 > 𝜇 than when 𝑣 < 𝜇. When the
relative value is controlled, a higher mutation rate leads to a larger 𝐸(𝑦2).
Additionally, a higher value of 𝑎 has an inhibiting and punishing effect on
𝐶𝑎 and 𝑈𝑐, resulting in more trusting cooperators and honest enforcers.

For rule enforcers, y* exists when the population is infinite, and the equi-

librium depends on the relative value of 𝜇 and 𝑣: when 𝑣 > 𝜇, 𝑦*
2 ≈ 0.5,

otherwise 𝑦*
2 > 0.5. However, in a finite market, y* is not reachable due to

the mutation rate. The cyclic pattern can be viewed as a series of reaching

to and moving away from the potential equilibrium. Since the potential

equilibrium of 𝑦*
2 |(𝑣 > 𝜇) is approximate to 0.5, but when 𝑣′ < 𝜇′, 𝑦*

2

is greater than 0.5, 𝐸(𝑦2)|(𝜇, 𝑣) < 𝐸(𝑦2)|(𝜇′, 𝑣′) when 𝑣 > 𝜇, 𝑣′ < 𝜇′.

Furthermore, the absolute level of mutation rate also has an influence on

𝐸(𝑦2). Because a higher 𝜇 brings more remaining defectors, which in-

duces a higher chance of the event (𝐶𝑎̄, 𝐷)|(𝑈𝑐), this fact leads 𝑈𝑐 easier

to invade. It explains 𝐸(𝑦2)|(𝜇) > 𝐸(𝑦2)|(𝜇′) if 𝜇 > 𝜇′.

The influence of 𝑎 on the mean value is, with the increase of the external

supervision cost 𝑎, the fraction of 𝐶𝑎 decreases, induced by the stronger
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inhibition effect of 𝑎 on 𝐶𝑎; meanwhile 𝐸(𝑦1) increases, for the heavier

punishment effect of 𝑎 on 𝑈𝑐. Hence, a higher 𝑎 introduces more honest

enforcers and more trusting participants to the market.

To sum up, in a large scale market, the strategy profiles show cyclic dom-

inance patterns. A lower service cost is not necessarily preferable, con-

sidering its punishing effect on corrupt enforcers. When 𝑎 is higher, the

punishment effect is strengthened, the average fraction of honest enforcers

and trusting cooperators are higher. But such result is at the cost of more

𝐶𝑎̄ being exposed to and eliminated by defectors.

Inspired by the cyclic pattern of strategies in Figure 5-4(b), we further

explore the cycle length of a strategy C (𝑆𝑖). C (𝑆𝑖) is the time steps that

it takes to finish one period, during which the fraction of the strategy 𝑆𝑖

grows up from the bottom, reaches its summit and then drops to the bot-

tom again. Results show that the mutation rates influence the cycle length

of strategies significantly: 𝑣 > 𝜇 is always related to a shorter C (𝑆𝑖), and

when the absolute value of mutation rate is lower, the corresponding C (𝑆𝑖)

is shorter. In addition to the mutation rate, 𝑎 also determines the cycle

length through its inhibition effect on 𝐶𝑎 and punishment effect on 𝐷

(Analysed in Appendix B.3.3).

(3) Stochastic dynamics in a medium scale market: N = 100

For medium scale markets, experiments under each set of parameters are

repeated 500 times. Results show that: 1) in the low mutation rate group,

y* ∈ {(0, 1), (0.5, 0.5)}, whether x* is reachable depends on both the mu-

tation rates and 𝑎; 2) in the high mutation rate group, both x and y show

cyclic dominance patterns.

a. Stochastic dynamics in the low mutation rate group

Table 5.5 shows the relative frequency of y* = (0, 1) and y* = (0.5, 0.5)

under the low mutation rate. Similar to the results in Section 5.4.2, when

120



𝑣 > 𝜇, the probability of evolving into y* = (0.5, 0.5) is greater than

when 𝑣 < 𝜇. When 𝑣 > 𝜇 (𝜇 = 0.001, 𝑣 = 0.005), with the increase of

𝑎, the probability of y* = (0.5, 0.5) decreases from 89.8% to 75%. This

result is due to 𝑎’s inhibition effect on 𝐶𝑎, which makes 𝐶𝑎̄ eliminates 𝐶𝑎

more thoroughly, followed by 𝐷’s invasion. Then the event (𝐶𝑎̄, 𝐷)|(𝑈𝑐)

stimulates the growth of 𝑈𝑐 and drives y* away from (0.5, 0.5).

However, there are two increases of the relative frequency of y* = (0.5, 0.5)

when 𝑎 increases from 0.1 to 0.2, and from 0.3 to 0.4. The first rise if caused

by the stronger punishment effect on 𝑈𝑐, which obstacles the growth of

𝑈𝑐, and therefore rises up the probabilities of y*(0.5, 0.5). The second

rise is more complicated, when 𝑎 further increases, both the inhibition

effect and the punishment effect are stronger. The former drives y away

from (0.5, 0.5), the later drives y away from (0, 1), which prolongs the

required time of reaching the equilibrium (More details can be found in

Appendix B.3.4). When y = (0.5, 0.5), if the event (𝐶𝑎̄, 𝐷)|(𝑈𝑐) never

happens until 𝐶𝑎̄ take over the market, then y* = (0.5, 0.5) can be reached.

Although such process is unlikely to happen especially when the fraction

of 𝐶𝑎̄ is increasing, the long dynamic time improves its probability.

Table 5.5: The relative frequency of y* and x* under the low mutation
rate group with 𝑁 = 100

𝜇 = 0.001, 𝑣 = 0.005 𝜇 = 0.005, 𝑣 = 0.001
𝑎

y* = (0, 1) y* = (0.5, 0.5) x* = (0, 1, 0) y* = (0, 1) y* = (0.5, 0.5) x* = (0.006, 0.991, 0.003)

0.1 10.2% 89.8% 100.0% 25.8% 74.2% 100.0%

0.2 7.2% 92.8% 100.0% 32.0% 68.0% 100.0%

0.3 26.0% 74.0% 79.6% 100.0% 0 0

0.4 19.6% 80.4% 80.4% 100.0% 0 0

0.5 25.0% 75.0% 75.0% 100.0% 0 0

When 𝑣 < 𝜇 (𝜇 = 0.005, 𝑣 = 0.001), the relative frequency of y* = (0, 1) is

high, and it increases with a higher 𝑎. This result is owing to the stronger

inhibition effect of 𝑎, the lower mutation rate of rule enforcers, and the

higher mutation rate of players. When 𝑎 increases, the inhibition effect

on 𝐶𝑎 leaves more space for 𝑈𝑐 to grow; at the same time, the lower 𝑣
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makes it harder for 𝑈ℎ to invade. As a result, rule enforcers are less likely

to evolve into the equal dominance, but into the corrupt dominance. Fur-

thermore, unlike the scenario under 𝜇 = 0.001, when 𝜇 = 0.005, defectors

can hardly get excluded permanently from the players. The persistent

existence of defectors makes the event (𝐷, 𝐷)|(𝑈𝑐) or (𝐶𝑎̄, 𝐷)|(𝑈𝑐) more

likely to happen, which stimulates the growth of 𝑈𝑐 and drives y* to (0, 1)

Regarding x, x* = (0, 1, 0)|(𝜇 = 0.001) or x* = (0.006, 0.991, 0.003)|(𝜇 =

0.005) (0.006 is caused by 𝜇), pure cooperators in the stable state is the

only reachable equilibrium. The sufficient condition of trusting cooperator

dominance is y* = (0.5, 0.5) or 𝑎 ≤ 0.2. The first sufficient condition is

easy to understand, as x* = (0, 1, 0) is the only equilibrium when y* =

(0.5, 0.5). The second sufficient condition comes from the inhibition effect

of 𝑎. When 𝑎 ≤ 0.2, players eventually evolve into pure cooperators (𝑥*
1 +

𝑥*
2 = 0.997), but if 𝑎 ≥ 0.3, the dominance of 𝐶𝑎 is further weakened,

which arouses the invasion of defectors.

Nevertheless, they are not necessary conditions of trusting cooperator

dominance. When 𝑎 = 0.3, there are 28 cases out of the 500 repeti-

tions that x* = (0, 1, 0) when y* = (0, 1). The average required time

for these outliers to reach the stable state is 1123.57, while that for the

normal cases when y* = (0.5, 0.5) is 28.54. The outliers only happen un-

der a very specific situation where 𝐶𝑎̄ is the majority and the remaining

players are evenly split into 𝐶𝑎 and 𝐷. Further, the remaining defectors

must only be paired with other defectors or cautious cooperators. Then

#𝐶𝑎 and #𝐷 further decrease, meanwhile #𝐶𝑎 increases until 𝑥*
2 ≥ 0.995

(The detailed elaboration can be found in Appendix B.3.2). This process

rarely happens, especially when 𝑁 is larger; when 𝑁 → ∞, the chance of

cooperation dominance facing corrupt enforcers is zero.

b. Stochastic dynamics under high mutation rate group

Under the high mutation rate group, both x and y show stable oscilla-

tions. Similar to the analysis in the large scale market, we also focus on
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𝐸(#𝑆𝑖/𝑁) as well as C (𝑆𝑖), and track the influence of the mutation rate

and the cost of the external service on them.

Figure 5-7 shows the average fraction of different strategies. We find

𝐸(#𝑆𝑖/𝑁)|(𝜇) > 𝐸(#𝑆𝑖/𝑁)|(𝜇′) if 𝜇 > 𝜇′ (𝑆𝑖 ∈ {𝐶𝑎, 𝐷, 𝑈𝑐}), and with

the increase of 𝑎, 𝐸(𝑥1) and 𝐸(𝑦2) decrease monotonically. Compare to

the results in a large scale market, the differences are: when 𝑎 = 0.1,

𝐸(𝑦2)|(𝑁 = 100) < 𝐸(𝑦2)|(𝑁 = 1000), hence, the slop of 𝐸(𝑦2) is more

gradual; and when 𝑎 ≥ 0.2, 𝐸(𝑥1)|(𝑁 = 100) < 𝐸(𝑥1)|(𝑁 = 1000), hence

the slope of 𝐸(𝑥1) is steeper in medium scale markets.

Figure 5-7: The mean value of the fraction of specific strategies
(𝐸(#𝑆𝑖/𝑁)) in medium scale markets where 𝑁 = 100. Comparing to
the results obtained in large scale markets, the difference is 𝐸(𝑦2)|(𝑁 =
100) < 𝐸(𝑦2)|(𝑁 = 1000) when 𝑎 = 0.1. This difference is caused
by the higher probability of the event (𝐶𝑎, 𝐷)|𝑈𝑐 which leads #𝑈𝑐 eas-
ier to decline from a high level and consequently reduces 𝐸(𝑦2). How-
ever, this influence is offset by the stronger inhibition effect of 𝑎 on 𝐶𝑎

when 𝑎 > 0.2. This stronger inhibition also explains the observation that
𝐸(𝑥1)|(𝑁 = 100) < 𝐸(𝑥1)|(𝑁 = 1000).

The reason for these results is that when 𝑁 is smaller, the event (𝐶𝑎, 𝐷)|(𝑈𝑐)

has higher probability to occur under the same x and y (Detailed proof

is provided in Appendix B.3.5). The occurrence of the event (𝐶𝑎, 𝐷)|(𝑈𝑐)

makes #𝑈𝑐 more likely to drop from the high level, which reduces 𝐸(𝑦2).
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Nevertheless, such consequence is offset by the stronger inhibition effect

of 𝑎 on 𝐶𝑎 when 𝑎 increases from 0.2 to 0.5. That’s why 𝐸(𝑦2) has no sig-

nificant difference in the medium or the large scale market when 𝑎 ≥ 0.2.

Meanwhile, the heavier inhibition effect of 𝑎 reduces the summit of 𝑥1,

which makes 𝐸(𝑥1)|(𝑁 = 100) < 𝐸(𝑥1)|(𝑁 = 1000). The large decline of

𝑉 𝑎𝑟(𝐶𝑎) when 𝑎 ≥ 0.2 also confirms this reasoning (More detailed analysis

is in Appendix B.3.3).

With regard to the cycle length, the results are almost the same as in

large scale markets; the only difference is that the event (𝐶𝑎, 𝐷)|(𝑈𝑐) is

more likely to happen in medium scale markets, which amplifies the pun-

ishment effect of 𝑎 on 𝑈𝑐. Since the punishment effect of 𝑎 accelerates

the elimination of 𝑈𝑐, and eventually shortens C (𝑈𝑐), C (𝑈𝑐) is monoton-

ically decreasing when 𝑎 increases (More detailed analysis is provided in

Appendix B.3.3).

In summary, in a medium scale market, when the mutation rate of rule

enforcers and players are low, keeping the cost of external supervision

services no greater than 0.2 is enough to lead the system to evolve into a

stable trusting cooperative cooperation. While within the high mutation

rate group, similar to in large scale markets, the strategy profiles exhibit

stable oscillations. Moderately increasing the cost is beneficial to improve

the average fraction of both trusting cooperators and honest enforcers.

These three groups of simulation experiments conducted in small, medium

and large scale markets provide representative evolution patterns and

demonstrate the mechanism of 𝑎 and mutation rates influencing the evolu-

tion. Despite the designed experiments have answered the research ques-

tion, the largest scale of market is limited to 1000. Notably, if 𝑁 → ∞,

the evolution of x and y will converge to the analytical results in infinite

markets. Detailed proofs can be found in Appendix B.3.6. Additionally, it

is important to acknowledge that, the assumption of 𝑀 = 𝑁/2 simplifies

the real-world scenario, as it is possible for one rule enforcer to monitor
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multiple pairs of players. Relaxing this assumption may influence whether

strategy profiles can evolve to equilibria, but conclusions regarding the

effects of 𝑎 and mutation rates hold. Concrete analysis can be found in

Appendix B.3.7.

5.5 Concluding remarks

This study explores the effectiveness of introducing an optional external

supervision service to cooperators on combating corruption. Considering

that the decisions of players and rule enforcers both depend on and de-

termine the environment [41, 161], a simple model is constructed, where

players join in pairs, and each pair of players is assigned a rule enforcer.

In this model, players can choose to be a cautious cooperator (𝐶𝑎), who

engages the external supervision service at the cost 𝑎; a trusting cooper-

ator (𝐶𝑎̄), who does not engage the service; or a defector (𝐷), who bribes

the enforcer for escaping from the punishment. At the same time, rule

enforcers can choose to be either an honest one (𝑈ℎ), to enforce the incen-

tives; or a corrupt one (𝑈𝑐), who exonerates defectors for the bribe. The

collusive bribery will be discovered in the event (𝐶𝑎, 𝐷)|(𝑈𝑐) where 𝐶𝑎 is

paired with 𝐷 and assigned 𝑈𝑐.

To better study the consequence of introducing the external supervision

option, no additional explicit punishment mechanism is assigned to the

corrupt enforcers. Classic explicit punishments for combating corruption

include fining corrupt enforcers with a fixed penalty by the right authori-

ties [12, 2] or by other honest enforcers [74]; fining not only bribe-receiver,

but also the bribe-givers [161]; social exclusion which ostracizes the cor-

rupt ones out of the system [14, 100], etc. External supervision is different

from them, as it is not designed to combat corruption through punishing

the corrupt enforcers, but through increasing the transparency of the mar-

ket, disclosing the collusive bribery, and correcting the participants’ payoff
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to the level such that they are joining a fair market. Hence, we assume

that the defectors only need to pay the fine 𝑓 for their cheating, but will

not receive any additional punishment for conducting the bribery; corrupt

enforcers only need to pay the commission fee back to the cautious coop-

erators and cover their cost on the external supervision services, without

any extra punishment for committing the corruption.

The following conclusions are drawn:

• The effect of external supervision services on combating

corruption: Providing cooperators with the option of engaging

external supervision service can reverse the outcome and mitigate

corruption. However, the effectiveness of this approach depends on

several key factors, including the initial strategy profile of rule en-

forcers
(︀
y(0))︀ and the cost of external supervision service (𝑎). While

all the parameters that determine the payoff matrix influence the

effectiveness, our specific focus is on 𝑎, as it is regulatable and di-

rectly affects players’ willingness to engage with external supervision

services. The remaining parameters are fixed with commonly used

values. Note that altering these parameter values may lead to dif-

ferent outcomes.

• The effectiveness of external supervision services are influ-

enced by several key factors: Under the framework of evolution-

ary game theory, we find that y(0) =
(︁

𝑦
(0)
1 , 𝑦

(0)
2

)︁
plays a decisive

role in the game. 𝑦
(0)
1 > (𝐵 − 𝑐)/(𝐵 − 𝑓) results in the dominance of

trusting cooperation. Otherwise, players are eventually surrounded

by corrupt enforcers, and the strategy profile of players (x) exhibits

cyclic dominance. This finding is consistent with previous stud-

ies [92, 141]. Furthermore, when cyclic dominance is observed in

x, the corresponding oscillation frequency is positively related to 𝑎

(Figure 5-2(d) and Figure 5-2(e)), a higher value of 𝑎 leads to higher

oscillation frequency.
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Other than the mechanism of survival of the fittest, exploration is

also a common learning strategy in our real-world. Accordingly, the

original model is extended by adding asymmetric mutation rates to

the players (𝜇) and rule enforcers (𝑣). Results show that with the

random exploration mechanism, the strategy profile of both players

and rule enforcers can reach their equilibrium x* and y*. The rela-

tive value of 𝜇 and 𝑣 changes the equilibrium drastically (Figure 5-3).

When 𝑣 > 𝜇, enforcers evolve to an equal dominance (half 𝑈ℎ and

half 𝑈𝑐, y* = (0.5, 0.5)) and players evolve into the dominance of

trusting cooperation; further, this result is robust to the initial state

of players or enforcers. Lee et al. also noticed the decisive influence

of asymmetric mutation rate in dynamics [93], they constructed a

harvester–enforcer game in which the enforcer can be honest or cor-

rupt. They pointed out that if the corrupt enforcers have higher

mutation rate than the honest ones, the system is more likely to

end up with cooperation dominance. In contrast, in our model, it

is the bias of the mutation rate between enforcers and players that

determines the equilibrium. Such different results illustrate the sub-

tle influence of the random exploration mechanism on the evolution,

which depends on the nature of the specific system.

• The optimal service cost: The cost of the external supervision

service has critical influence on the player-enforcer dynamics through

its double effect: the inhibition effect on cautious cooperators de-

creases the transparency of the system, and breeds corruption; yet

the punishment effect on corrupt enforcers deters the corrupt en-

forcers, and improves the fraction of honest enforcers. Although

extra punishments of committing corruption have been excluded

for rule enforcers, the assumption that the corrupt enforcer has to

cover the cost of engaging external supervision for 𝐶𝑎 in the event

(𝐶𝑎, 𝐷)|(𝑈𝑐) turns 𝑎 into a negative incentive for corruption. Due to

these two effects of 𝑎, different level of 𝑎 can change the trajectories
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of x and y (Figure 5-2(d) and Figure 5-2(e)), and determines x* and

y* if the equilibrium exists (Figure 5-3). It is intuitive that reduc-

ing 𝑎 would be an effective means of reducing corruption [159, 160].

However, in our model, a lower 𝑎 is not necessarily better. The

results reveal that only when 𝑣 < 𝜇, corrupt enforcers are the ma-

jority, is a lower 𝑎 preferable. Otherwise, y* ≈ (0.5, 0.5), a lower 𝑎

in turn decreases the fraction of trusting cooperators but increases

that of cautious cooperators. This corresponds to more cooperators

engaging in unnecessary external supervision services.

To examine whether the insights of the influence of mutation rates

and supervision cost 𝑎 are also valid in a finite population, simu-

lation experiments are designed to explore the stochastic dynamics

within different sizes of markets. We find that in a finite market the

conclusions are still valid. Increasing 𝑣 makes the rule enforcers more

likely to evolve into an equal dominance (Figure 5-5 and Table 5.5).

Even when the strategy profiles cannot reach any equilibrium, but

exhibit cyclic patterns, the average fraction of 𝐶𝑎̄ (𝐸(𝐶𝑎̄)) and of

𝑈ℎ (𝐸(𝑈ℎ)) are higher if 𝑣 > 𝜇 (Figure 5-6 and Figure 5-7).

Furthermore, in finite markets, decreasing 𝑎 to the utmost is not

always beneficial. The optimal value of 𝑎 depends on the scale of

the market. Within a small scale market, reducing 𝑎 is not nec-

essary, since players eventually evolve into homogeneous trusting

cooperators. Within a medium scale market, when the equilibrium

is reachable, ensuring 𝑎 ≤ 0.2 is meaningful, as it can guarantee the

market ends up with trusting cooperator dominance. Whereas when

cyclic dominance patterns are observed in x and y, such as in a large

scale market, a higher 𝑎 arouses a higher 𝐸(𝑈ℎ) and 𝐸(𝐶𝑎̄) instead

(Figure 5-6 and Figure 5-7), as a result of 𝑎’s punishment effect.

However, it does not necessarily mean that 𝑎 should be increased

as much as possible when strategy profiles cannot reach equilibria.

After analyzing the average cycle length of strategy 𝐶𝑎 and 𝐷, we
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find that a higher 𝑎 also leaves 𝐶𝑎̄ exposed to defectors longer, due

to its inhibition effect on 𝐶𝑎. Therefore, considering the trade-off

between protecting trusting cooperators and improving the average

fraction of honest enforcers, 𝑎 = 0.2 is the most eclectic level. Note

that this value is provided with a set of predefined parameters (Ta-

ble 5.4). When changing the assumptions, the optimal 𝑎 might also

be different.

In all, the conclusions that drawn from the replicator dynamics imply

some practical suggestions for platform management. First, since the ini-

tial fraction of the honest enforcers is critical, investing in the ethical

education for new rule enforcers is a valuable investment, as this measure

facilitates the establishment of an honest atmosphere from the beginning,

which can effectively prevent corruption. Second, increasing the mutation

rate of rule enforcers is always beneficial. Despite 𝑣, as a feature of rule

enforcers, is challenging to regulate directly, we can indirectly influence it

by replacing parts of the rule enforcers with new recruits or through rota-

tion [1]. As long as the new group has a different strategy profile than the

original group, it is equivalent to introducing randomly exploring rule en-

forcers into the system, thereby achieving the effect of increasing 𝑣. Third,

reducing 𝑎 is intuitively advantageous, however, it may not always be the

case. In our model, we found the optimal cost depends on the scale of

market and the exploration rates of enforcers and players.

This work still leaves out certain possibilities for future research. In our

model, players and rule enforcers are independent and not structured.

However, corruption and bribes are usually not happening independently

in real life. The structured social network of players or rule enforcers can

influence the bribery and corruption behavior [159, 95]. For example, the

honest enforcers may transform into corrupt ones under the peer pres-

sure [104] or social intimidation [14]. Additionally, this research assumes

that once the collusive bribery is discovered by the external supervisor,
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the loss that the cautious cooperators suffer from the interaction can be

covered in time; but in real life, there can be a delay [20] or even subse-

quent loses (like revenge from the rule enforcers), which can change the

payoff matrix and dynamics essentially. It may be interesting to consider

these extensions in future researches.
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Chapter 6

Conclusions

This thesis revolves around designing processes and incentives to facili-

tate policies enforcement from both practical and theoretical dimensions.

The focuses of these two dimensions include leveraging technologies to

empower compliant operations while prohibiting non-compliant ones, and

employing incentives to motivate participants’ compliance. In Chapter 1,

four research questions have been stated to guide the following chapters.

This chapter revisits the answers to these research questions, and ends

with a discussion on future directions.

6.1 Main findings

RQ 1. How to enforce cross-domain data sharing policies

adapting to the environment?

A comprehensive approach is proposed, encompassing an en-

vironmental adaptive auditing process and an authorized re-

quests execution process. This approach is implemented within

an infrastructure that integrates an audit layer and a control

layer to fulfill related functions. In this infrastructure, data
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requests are audited, non-compliant requests are prohibited

and only compliant ones are empowered in the control layer.

Specifically, the auditing process is facilitated by Jason1, which

can store the current policies and environmental condition as

beliefs, forming the basis for decision-making. This enables

the application of corresponding policies to check requests un-

der different circumstances. In this way, cross-domain data

sharing policies can be enforced adapting to the environment.

More details can be found in Chapter 2.

Since the execution process of requests is realized by independently devel-

oped applications, which are customized and replaceable, the infrastruc-

ture used in the proposed approach can be easily generalized and applied

to enforce other operational regulations. Nevertheless, the approach is

limited in enforcing concurrent operations. For workflows that encompass

sequential operations and require choreography, addressing the second re-

search question becomes crucial.

RQ 2. How to enforce cross-domain data sharing policies that

adapt to the environment?

A solution that leverages blockchain technology and utilizes

Petri nets for workflow modeling is proposed. This solution

implements Petri nets on the blockchain and employs a three-

layered architecture to choreograph both on-chain and off-

chain tasks. An incentive mechanism is integrated into the de-

ployed workflow. Specifically, incentivization is achieved by in-

corporating a peer audit process, wherein participants are eval-

uated by their peers. Only those who pass the audit process

are granted tokens to activate subsequent rounds of the work-

flow (as detailed in Chapter 3). This solution motivates parties
1Jason is an environment of belief-desire-intention (BDI) based multi-agent sys-

tem(MAS).
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to complete off-chain tasks by future cooperation opportuni-

ties. Moreover, it empowers parties to monitor their peers and

provide timely feedback in each cooperation. Through this

mechanism, untrustworthy parties are eliminated, while col-

laborative ones will be preserved.

The presented solution leverages the strengths of Petri nets to map and

visualize the workflows, allowing real-time monitoring of the execution pro-

cess through the blockchain. In addition, the integrated incentive mecha-

nism empowers parties to observe their peers’ activities and offer feedback,

effectively eliminating untrustworthy parties. In this manner, this solution

ultimately enhances cooperation and trust among semi-trusted parties.

The proposed solutions to address RQ 1 and RQ 2 focus on empowering

compliant operations through process design and technological realization.

However, as discussed in Chapter 1, violations can still occur despite the

development of technologies. Institutional incentives play an important

complementary role in policy enforcement. Therefore, in Part II, the focus

shifts from empowering to motivating, exploring challenges that arise in

incentive design and implementation.

RQ 3. How to design incentives from an institutional perspec-

tive?

From the institutional perspective, proper incentives need to

effectively promote cooperation while also being sustainable.

Sustainability entails two aspects: for the institution, the exe-

cution cost of incentives cannot be excessively high, as it would

hinder continuous implementation; for participants, the sever-

ity of incentives must be manageable while still encouraging

cooperation, allowing participants to remain in the market and

benefit from it. To design incentives that meet these criteria,

the evolutionary game theory framework is applied to compare
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the effect of pure reward, pure punishment, and mixed incen-

tives, in terms of the cooperation level, sustainability, and the

affluence of both participants and the institution. The results

show that: 1) Pure reward incentives promote participants’

wealth but can hardly be implemented sustainably. 2) Pure

punishment is always sustainable. Mild punishment can lead

to the shrinkage of the market due to participants’ limited

rationality, while strong punishment can maintain the mar-

ket size, and enhance the affluence for both participants and

the institution. 3) Mixed incentives generally lead to different

wealth levels for participants and the institution. Moderate

strength of mixed incentives maximizes the overall wealth of

both parties. Chapter 4 offers a more in-depth analysis.

In RQ 3, the evaluation criteria for incentives is extended, highlighting

the practicality of institutional-enforced incentives. Incentive design for

market management requires viewing the market as an ecological system.

The market’s flourishing depends not only on the population of coopera-

tors but also on the market’s size and the accumulated wealth of both the

institutional and participants.

It is worth pointing out that the quantified results are derived based on

model-related parameters, which may not entirely coincide with real-world

situations. Therefore, these quantified results may not be directly appli-

cable in practice. Nonetheless, the proposed extended evaluating criteria

hold broad applicability. By calibrating the model parameters to fit the

specific scenario, the model can shed more light on the incentive design

process.

In the stage of incentive implementation, pervasive corruption is a re-

curring challenge that impedes the rigorous execution of incentives. The

exploration of RQ 4 delves into whether this challenge can be mitigated

by external supervision services such as complaining, whistle-blowing, or
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reporting.

RQ 4. Can external supervision services combat corruption

in incentive implementation?

To study the effectiveness of external supervision services, a

game model is constructed to simulate the possible corrup-

tion caused by non-compliant participants bribing corrupt en-

forcers, referred to as “collusive bribery”. Under the analytical

framework of evolutionary game theory, the findings indicate

that introducing external supervision services can contain col-

lusive bribery during incentive implementation and promote

cooperation. Additionally, the initial fraction of honest rule

enforcers, exploration rates, and the cost of external supervi-

sion services can influence the final level of corruption and co-

operation. Specifically, when the initial fraction of honest rule

enforcers is greater than a certain threshold, the market deci-

sively evolves into a pure cooperation equilibrium. A higher

exploration rate of rule enforcers inclines participants towards

a dominance strategy of trusting cooperation (with no engage-

ment in external supervision services). Finally, reducing the

cost of supervision services is not necessarily beneficial. If a

dominance of trusting cooperation is achieved, a higher cost of

external supervision services reduces the unnecessary engage-

ments; when strategies exhibit cyclic dominance, the cost of the

external supervision services has a trade-off between combat-

ing corruption and protecting trusting cooperators. Detailed

explanations of these findings are provided in Chapter 5.

These results imply some practical suggestions for facilitating the rigorous

implementation of incentives facing potential corruptions. First, since the

initial fraction of the honest rule enforcers is critical, investing in ethical
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education for new rule enforcers is a valuable investment. This measure

facilitates the establishment of an honest atmosphere from the beginning,

effectively preventing corruption. Secondly, increasing the exploration rate

of rule enforcers is always beneficial. Although directly regulating this rate

might be challenging, we can indirectly influence it by replacing parts of

the rule enforcers with new recruits or through rotation [1]. For example,

introducing new enforcers with a different strategy profile than the original

group is equivalent to introducing randomly exploring rule enforcers into

the system, achieving the effect of increasing the exploration rate. Thirdly,

the optimal cost depends on the scale of the market and the exploration

rates of enforcers and players; it should be carefully settled by considering

the concrete scenario.

So far, the four research questions proposed in Chapter 1 have been an-

swered, from empowering compliant concurrent or sequential operations

through technology to motivating compliance by incentives. Nevertheless,

it is essential to acknowledge that there are other challenges that still re-

main. Due to the scope of the research questions, these challenges are

not thoroughly explored in this dissertation, but they cannot be ignored

when enforcing complex policies in real-life scenarios. The final part of

this chapter uncovers these remaining open issues and discusses the future

directions in addressing them.
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6.2 Future directions

Indeed, the utilization of technologies or incentives to promote compliance

encompass spans a wide spectrum of disciplines and methodologies. At-

tempting an thorough and comprehensive exploration within the scope of

this final section would be unrealistic. In spite of this, it is still feasible

to select closely related challenges for discussion. These challenges can be

categorized into three main aspects: 1) the challenges in enforcing policies

by technologies; 2) the challenges in promoting compliant behaviors by

incentives; 3) the potential for a profound integration of technologies and

incentives in policy enforcement. The following of this section unfold these

three streams.

Aspect I: Challenges in enforcing policies by technologies

When empowering or prohibiting requests to enforce operational poli-

cies, it is crucial to ensure the precise identification of compliant or non-

compliant operations. The clarity of operations is fundamental for pro-

cesses design, and the subsequent technologies integration. In RQ 1 and

RQ 2, the operational regulations are specific and clear with respect to

the activities that need to be executed, making the semantic modeling

and mapping of policies easy. However, when policies are abstract, their

enforcement through technologies becomes tricky. For example, one rule

in the General Data Protection Regulation (GDPR) about transferring

personal data is

A transfer of personal data to a third country or an inter-

national organisation may take place where the Commission

has decided that the third country, a territory or one or more

specified sectors within that third country, or the international

organisation in question ensures an adequate level of protec-

tion [48].
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This rule uses ambiguous phrase like “adequate level of protection”. The

accurate threshold for “adequate” is not given, meanwhile how to estimate

or evaluate the level of protection is unspecified.

Undoubtedly, policies cannot be always concrete, the adequate threshold

can be higher for more sensitive dataset, and lower for others. But such

guideline-formation policies indeed create confusion and challenges when

enforcing, due to the lack of explicitness and operability. Additionally,

sometimes policies of different level of abstraction might even have con-

flicts, certain operations under one policy shall be empowered, yet under

another one shall be prohibited. Such conflicts might cause the same

operation receiving completely different processing outcomes in practice.

Therefore, addressing challenges in modelling and mapping policies, as

well as in reasoning and coping with conflict rules, is an important future

direction in policy enforcement.

Other than that, solutions for enforcing dynamic policies have great

practical potential [130]. In this thesis, the implemented policies are fixed

and static. When answering RQ 2, for instance, once the workflow is

deployed, involved parties need to execute the agreed sequence of tasks.

However, in real life, dynamic workflows are common, with changes in the

sequence of tasks or in the concrete functions fulfilled in certain tasks [164].

Solutions that support dynamic policies’ enforcement have wide applica-

tion space for their higher flexibility and reliability.

Lastly, although solutions for policy enforcement are developing, academic

research outcomes may not always be perfectly synchronized with indus-

try demands. Developing comprehensive evaluation criteria for proposed

solutions is crucial and expected in practice. Managers in companies are

always looking forward to understand to what extend can the risk of non-

compliance being reduced after applying the solution; they are eager to

know the best or the worst cases that can happen if employing the new

approach. Most existing evaluations of related works primarily focus on
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performance effectiveness, it is imperative to consider security assurance

aspects [46, 184].

Aspect II: Challenges in promoting compliant behaviors by in-

centives

When predicting the effect of incentives, other than factors like the level

of rationality, exploration rates, etc., that considered in RQ 3 and RQ 4,

there are many other critical factors that can change the results, such as

the social network [95], reputation system [137], participants’ memory [17],

etc. Take the social network as an example, in real life, participants cannot

actually get access to anyone in the system. Not considering the interactive

network, but assuming that participants are well mixed and their strategies

are determined solely by the rest of the peers, might overlook geographical

or spatial limitations.

Not only participants, but also rule enforcers have their own relationship

networks. The relationship network can potentially influence whether en-

forcers implement incentives honestly by peer pressure [104]. Surrounded

by corrupt rule enforcers, an honest enforcer tends to flip to a corrupt one.

Furthermore, the social networks among participants and among rule en-

forcers might be dynamic and update based on their interaction history.

Such co-evolution of strategies and social networks might better reflect the

real world.

The inclusion of these factors makes the theoretic model more realistic, and

makes the predictions on the performance of incentives more applicable to

practice, and therefore strengthening the practical significance. However,

these factors can largely complicate the model and might introduce noise,

challenging the development of the model. Addressing these challenges

requires combining traditional mathematical modeling and agent-based

simulations, complemented by laboratory or field experiments. Real data

from experiments are valuable in evaluating whether the model captures

key factors and calibrating corresponding parameters.
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Aspect III: A profound integration of technologies and incentives

There exists a demand for the profound integration of technologies and

incentives in policy enforcement. Solely designing and implementing pro-

cesses cannot fully prevent non-compliance behaviors as discussed in Chap-

ter 1. Chapter 3 takes the initial step in exploring the integration of in-

centives into the enforcement of workflows by introducing peer auditing.

However, it may not suffice. Opportunists could treat collaboration as a

one-time shot, and gain benefits from cheating in each new collaboration.

Therefore, more powerful incentive mechanisms need to be integrated.

Meanwhile, designing incentives alone is neither enough to exclude non-

compliant behaviors. Successful implementation is crucial, and the cost

and feasibility of implementing incentives can present practical obstacles.

For example, monitoring participants can require significant human and

material resources for rule enforcers. Leveraging technologies to reduce the

cost and facilitate the implementation of incentives becomes a practical

demand.

In summary, a profound integration of technologies and incentives for pro-

moting policy enforcement is an important future direction. How to con-

cretely integrate them poses an open question with a multitude of potential

research directions. The following presents two concrete examples as start-

ing points to stimulate readers’ further explorations and investigations.

1) Blockchain based reputation system

Reputation is a powerful and effective incentive, its significant role in an

autonomous society has been proved by studies [137]. A transparent repu-

tation system serves as an indicator for people to select their cooperators,

and restricts people’s behaviors as an external pressure. Consequently, in

such a system, people cherish their reputation for future opportunities and

are cautious about their behavior.

Blockchain technology, by its nature, can practically support the estab-
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lishment of such reputation system. Its tamper-proof feature enhances the

credibility of the reputation by preventing falsification, thereby providing

a stronger reference in cooperator selection. In Chapter 3, the blockchain

is used to enforce workflows where peer audit is integrated, but the audit

results are local information shared only among collaborators. If the re-

sults can be recorded on another public reputation chain, the effectiveness

of the incentive can be greatly enhanced.

This blockchain based reputation system is promising to be applied in dif-

ferent scenarios, such as data sharing systems, supply chain management,

and two-sided market (multi-sided platform) management, etc. Systems

in these scenarios can benefit from the transparent and reliable reputa-

tion system, where participants can autonomously selecting trust worthy

collaborators.

Whereas in practice, autonomy is always complemented by an external

central governance that carry out incentives. The following elaborates

on how technologies further facilitate the implementation of incentives in

central governance.

2) Transparent and auditable system

In RQ 3 and RQ 4, the cost of implementing incentives, including moni-

toring, surveying and verification, is considered by a constant parameter.

However, the cost can drastically grow when the interaction history is

complex [60], which impedes rule enforcers from carrying out incentives

efficiently. Designing processes and automating certain functions with

technologies to facilitate enforcers implementing incentives are additional

future directions.

There are few studies delicate to utilizing technologies for improving the

transparency and audibility of the system. For example, using digital

signatures with public keys to confirm the authenticity of operations [9];

using blockchain to record a transparent log of activities, and maintain

complete and transparent historical data [11]; and employing data mining
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to detect fraud to facilitate post-auditing [57], ect. These efforts under-

score the importance and potential of designing transparent and auditable

systems, and applying them into the governance of markets, platforms, or

even cities.

Overall, a more profound integration of technologies and incentives is

meaningful for promoting compliance and fostering a cooperative envi-

ronment in both autonomous and central governance communities.

Back to the mission of this thesis - enhancing policy enforcement through

technologies and incentives - the challenges discussed in this section entail

the fact that no perfect solutions or incentives exist to completely eliminate

all non-compliant behaviors. Nevertheless, efforts aimed at addressing

these challenges pave the way, and illuminate the path toward approaching

the ideal destination.
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Appendix A

A.1 Population equilibrium

To predict the effect of incentive mechanism, evolutionary game theory

which describes the population of players engaging in pairwise interaction,

has been generally accepted as a common framework to model and inter-

pret the evolution of cooperation in a social dilemma. This part shows

the derivation process of the analytical results of the population in equi-

librium.

Assume a finite population of size 𝑁 , 𝑀 of them participant a market

play PDG, two types of strategies for cooperation 𝐶 and defection 𝐷 are

well mixed. Let 𝜋(𝐶) denote the expected payoff of strategy 𝐶, 𝜋(𝐷)

donate that of strategy 𝐷, and 𝜋̄(x) denote the average payoff of the

whole population:

𝜋(𝐶) = (1 − 𝑐0 + 𝑅𝐶𝐶)𝑥 + (−𝑇 − 𝑐0 + 𝑅𝐶𝐷)𝑦, (A.1)

𝜋(𝐷) = (𝑇 − 𝑐0 − 𝐹𝐶𝐷)𝑥 + (0 − 𝑐0 − 𝐹𝐷𝐷)𝑦, (A.2)

𝜋̄(x) = 𝜋(𝐶)𝑥 + 𝜋(𝐷)𝑦. (A.3)

The replicator dynamics of cooperators and defectors is:

𝑥̇ = 𝑥(1 − 𝑥)[𝜋(𝐶) − 𝜋(𝐷)]. (A.4)
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With the equations eq.A.1, eq.A.2, eq.A.3, and eq.A.4, let 𝑥̇ = 0,

(𝑥2 − 𝑥)[𝑥 + 𝑥𝑅𝐶𝐶 + (1 − 𝑥)𝑅𝐶𝐷 + 𝑥𝐹𝐶𝐷 + (1 − 𝑥)𝐹𝐷𝐷 − 𝑇 ] = 0. (A.5)

Thus, the fixed points are 𝑥* = 0, 𝑥* = 1, and 𝑥* = (𝑇 −𝑅𝐶𝐷 −𝐹𝐷𝐷)(1+
𝑅𝐶𝐶 − 𝑅𝐶𝐷 + 𝐹𝐶𝐷 − 𝐹𝐷𝐷)−1 = 𝑞.

We next discuss if the fixed point is the Nash equilibrium (NE) and satisfy

the requirement of being as the evolutionary stable strategy (ESS).

Let s* = (𝑥*, 1 − 𝑥*), s = (𝑝, 1 − 𝑝), s ̸= s*, an ESS can be defined as a

mixed strategy s*, such that for any strategy s and any sufficient small

𝜖 > 0,

𝜋[s*, (1 − 𝜖)s* + 𝜖s] > 𝜋[s, (1 − 𝜖)s* + 𝜖s]. (A.6)

Using the linearity in probability of expected payoffs reduces A.6 to:

(1 − 𝜖)𝜋(s*, s*) + 𝜖𝜋(s*, s) > (1 − 𝜖)𝜋(s, s*) + 𝜖𝜋(s, s). (A.7)

If for all small 𝜖 > 0 and for all s,

𝜋(s*, s*) ≥ 𝜋(s, s*), (A.8)

then s* is a symmetric NE. Further, if

𝜋(s*, s) > 𝜋(s, s), (A.9)

whenever 𝜋(s*, s*) = 𝜋(s, s*), s* is an ESS [38].

A.1.1 The sustainability of 𝑥* = 0

When fixed point at 𝑥* = 0, s* = (0, 1), s = (𝑝, 1 − 𝑝) (0 < 𝑝 ≤ 1), we

have:

𝜋(s*, s*) = −𝑐0 − 𝐹𝐷𝐷, (A.8a)
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𝜋(s, s*) = 𝑝(−𝑇 − 𝑐0 + 𝑅𝐶𝐷) + (1 − 𝑝)(0 − 𝑐0 − 𝐹𝐷𝐷), (A.8b)

𝜋(s*, s) = 𝑝(𝑇 − 𝑐0 − 𝐹𝐶𝐷) + (1 − 𝑝)(0 − 𝑐0 − 𝐹𝐷𝐷), (A.9a)

𝜋(s, s) =𝑝2(1 − 𝑐0 + 𝑅𝐶𝐶) + 𝑝(1 − 𝑝)(−𝑇 − 𝑐0 + 𝑅𝐶𝐷)

+ 𝑝(1 − 𝑝)(𝑇 − 𝑐0 − 𝐹𝐶𝐷) + (1 − 𝑝)2(0 − 𝑐0 − 𝐹𝐷𝐷).
(A.9b)

By A.8a-A.8b, we have

𝐴.8𝑎 − 𝐴.8𝑏 = −𝑝(−𝑇 − 𝑐0 + 𝑅𝐶𝐷) + 𝑝(0 − 𝑐0 − 𝐹𝐷𝐷)

= 𝑝(𝑇 − 𝐹𝐷𝐷 − 𝑅𝐶𝐷),
(A.8c)

and by A.9a - A.9b, we have

𝐴.9𝑎 − 𝐴.9𝑏 = 𝑝2(𝑇 − 𝐹𝐶𝐷 − 𝑅𝐶𝐶) + 𝑝(1 − 𝑝)(𝑇 − 𝐹𝐷𝐷 − 𝑅𝐶𝐷). (A.9c)

The Table A.1 shows the requirements for 𝑥* = 0 being a NE or an ESS

under different incentive policies.

Table A.1: NE and ESS analysis when 𝑥* = 0

Incentive Constraints Requirements of

NE

Requirements of

ESS

Reward 𝑅𝐶𝐶 + 𝑅𝐶𝐷 > 0,

𝐹𝐶𝐷 = 𝐹𝐷𝐷 = 0

𝑇 ≥ 𝑅𝐶𝐷, 𝐴.8𝑐 ≥ 0 𝑇 > 𝑅𝐶𝐷, 𝐴.9𝑐 > 0

Punishment 𝑅𝐶𝐷 = 𝑅𝐷𝐷 = 0,

𝐹𝐶𝐷 + 𝐹𝐷𝐷 > 0

𝑇 ≥ 𝐹𝐷𝐷, 𝐴.8𝑐 ≥ 0 𝑇 ≥ 𝐹𝐶𝐷, 𝐴.9𝑐 > 0

Mixed

incentives

𝑅𝐶𝐷 + 𝑅𝐶𝐶 ̸= 0,

𝐹𝐶𝐷 + 𝐹𝐷𝐷 ̸= 0

𝑇 ≥ 𝑅𝐶𝐷+ 𝐹𝐷𝐷,

𝐴.8𝑐 ≥ 0

𝑇 ≥ max[𝑅𝐶𝐷+

𝐹𝐷𝐷, 𝑅𝐶𝐶 + 𝐹𝐶𝐷],

𝐴.9𝑐 > 0

A.1.2 The sustainability of 𝑥* = 1

Consider the fixed point at 𝑥* = 1, s* = (1, 0), s = (1 − 𝑝, 𝑝) (0 < 𝑝 ≤ 1),

we have:

𝜋(s*, s*) = 1 − 𝑐0 + 𝑅𝐶𝐶 , (A.8d)

𝜋(s, s*) = (1 − 𝑝)(1 − 𝑐0 + 𝑅𝐶𝐶) + 𝑝(𝑇 − 𝑐0 − 𝐹𝐶𝐷), (A.8e)
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𝜋(s*, s) = (1 − 𝑝)(1 − 𝑐0 + 𝑅𝐶𝐶) + 𝑝(−𝑇 − 𝑐0 + 𝑅𝐶𝐷), (A.9d)

𝜋(s, s) =(1 − 𝑝)2(1 − 𝑐0 + 𝑅𝐶𝐶) + 𝑝(1 − 𝑝)(−𝑇 − 𝑐0 + 𝑅𝐶𝐷)

+ 𝑝(1 − 𝑝)(𝑇 − 𝑐0 − 𝐹𝐶𝐷) + 𝑝2(0 − 𝑐0 − 𝐹𝐷𝐷).
(A.9e)

By A.8d - A.8e, we have

𝐴.8𝑑 − 𝐴.8𝑒 = 𝑝(1 − 𝑐0 + 𝑅𝐶𝐶) − 𝑝(𝑇 − 𝑐0 − 𝐹𝐶𝐷)

= 𝑝(1 − 𝑇 + 𝑅𝐶𝐶 + 𝐹𝐶𝐷),
(A.8f)

and by A.9d - A.9e, we have

𝐴.9𝑑 − 𝐴.9𝑒 =𝑝(1 − 𝑝)(1 − 𝑐0 + 𝑅𝐶𝐶) − 𝑝(1 − 𝑝)(𝑇 − 𝑐0 − 𝐹𝐶𝐷)

+ 𝑝2(−𝑇 − 𝑐0 + 𝑅𝐶𝐷) − 𝑝2(0 − 𝑐0 − 𝐹𝐷𝐷)

=𝑝(1 − 𝑝)(1 − 𝑇 + 𝑅𝐶𝐶 + 𝐹𝐶𝐷)

+ 𝑝2(𝑅𝐶𝐷 + 𝐹𝐷𝐷 − 𝑇 ).

(A.9f)

The Table A.2 shows the requirements for 𝑥* = 1 being a NE or an ESS

under different incentive policies.

Table A.2: NE and ESS analysis when 𝑥* = 1

Incentive Constraints Requirements of

NE

Requirements of

ESS

Reward 𝑅𝐶𝐶 + 𝑅𝐶𝐷 > 0,

𝐹𝐶𝐷 = 𝐹𝐷𝐷 = 0

𝑅𝐶𝐶 ≥ 𝑇 − 1,

𝐴.8𝑓 ≥ 0

𝑅𝐶𝐶 ≥ 𝑇 , 𝐴.9𝑓 > 0

Punishment 𝑅𝐶𝐷 = 𝑅𝐷𝐷 = 0,

𝐹𝐶𝐷 + 𝐹𝐷𝐷 > 0

𝐹𝐶𝐷 ≥ 𝑇 − 1,

𝐴.8𝑓 ≥ 0

𝐹𝐷𝐷 > 𝑇 , 𝐴.9𝑓 > 0

Mixed

incentives

𝑅𝐶𝐷 + 𝑅𝐶𝐶 ̸= 0,

𝐹𝐶𝐷 + 𝐹𝐷𝐷 ̸= 0

𝑅𝐶𝐶 + 𝐹𝐶𝐷 ≥ 𝑇 − 1,

𝐴.8𝑓 ≥ 0

min[𝑅𝐶𝐷 + 𝐹𝐷𝐷,

𝑅𝐶𝐶 + 𝐹𝐶𝐷] ≥ 𝑇 ,

𝐴.9𝑓 > 0

A.1.3 The sustainability of 𝑥* = 𝑞

Consider the fixed point at 𝑥* = 𝑞 = (𝑇 − 𝑅𝐶𝐷 − 𝐹𝐷𝐷)(1 + 𝑅𝐶𝐶 − 𝑅𝐶𝐷 +

𝐹𝐶𝐷 − 𝐹𝐷𝐷)−1. Let s* = (𝑞, 1 − 𝑞) and s = (𝑝, 1 − 𝑝) (0 ≤ 𝑝 ≤ 1, 𝑝 ̸= 𝑞),

we have:
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𝜋(s*, s*) =𝑞2(1 − 𝑐0 + 𝑅𝐶𝐶) + 𝑞(1 − 𝑞)(−𝑇 − 𝑐0 + 𝑅𝐶𝐷)

+ 𝑞(1 − 𝑞)(𝑇 − 𝑐0 − 𝐹𝐶𝐷) − (1 − 𝑞)2(𝑐0 + 𝐹𝐷𝐷),
(A.8g)

𝜋(s, s*) =𝑝𝑞(1 − 𝑐0 + 𝑅𝐶𝐶) + 𝑝(1 − 𝑞)(−𝑇 − 𝑐0 + 𝑅𝐶𝐷)

+ (1 − 𝑝)𝑞(𝑇 − 𝑐0 − 𝐹𝐶𝐷) − (1 − 𝑝)(1 − 𝑞)(𝑐0 + 𝐹𝐷𝐷),
(A.8h)

𝜋(s*, s) =𝑝𝑞(1 − 𝑐0 + 𝑅𝐶𝐶) + (1 − 𝑝)𝑞(−𝑇 − 𝑐0 + 𝑅𝐶𝐷)

+ 𝑝(1 − 𝑞)(𝑇 − 𝑐0 − 𝐹𝐶𝐷) − (1 − 𝑝)(1 − 𝑞)(𝑐0 + 𝐹𝐷𝐷),
(A.9g)

𝜋(s, s) =𝑝2(1 − 𝑐0 + 𝑅𝐶𝐶) + 𝑝(1 − 𝑝)(−𝑇 − 𝑐0 + 𝑅𝐶𝐷)

+ 𝑝(1 − 𝑝)(𝑇 − 𝑐0 − 𝐹𝐶𝐷) − (1 − 𝑝)2(𝑐0 + 𝐹𝐷𝐷).
(A.9h)

By A.8g - A.8h, we have

𝐴.8𝑔 − 𝐴.8ℎ =𝑞(𝑞 − 𝑝)(1 − 𝑐0 + 𝑅𝐶𝐶 − 𝑇 + 𝑐0 + 𝐹𝐶𝐷)

+ (1 − 𝑞)(𝑞 − 𝑝)(−𝑇 − 𝑐0 + 𝑅𝐶𝐷 + 𝑐0 + 𝐹𝐷𝐷)

=(𝑞 − 𝑝)[𝑞(1 + 𝑅𝐶𝐶 + 𝐹𝐶𝐷) + (1 − 𝑞)(𝑅𝐶𝐷 + 𝐹𝐷𝐷) − 𝑇 ],

(A.8i)

and by A.9g - A.9h, we have

𝐴.9𝑔 − 𝐴.9ℎ =𝑝(𝑞 − 𝑝)(1 − 𝑐0 + 𝑅𝐶𝐶 − 𝑇 + 𝑐0 + 𝐹𝐶𝐷)

+ (1 − 𝑝)(𝑞 − 𝑝)(−𝑇 − 𝑐0 + 𝑅𝐶𝐷 + 𝑐0 + 𝐹𝐷𝐷)

=(𝑞 − 𝑝)[𝑝(1 + 𝑅𝐶𝐶 + 𝐹𝐶𝐷) + (1 − 𝑝)(𝑅𝐶𝐷 + 𝐹𝐷𝐷) − 𝑇 ].

(A.9i)

The Table A.3 shows the requirements for 𝑥* = 𝑞 being a NE or an ESS
under different incentives.

Table A.3: NE and ESS analysis when 𝑥* = 𝑞

Incentive Constraints Requirements of

NE

Requirements of

ESS

Reward 𝑅𝐶𝐶 + 𝑅𝐶𝐷 > 0,

𝐹𝐶𝐷 = 𝐹𝐷𝐷 = 0

𝐴.8𝑖 = 0, thus always

hold

𝐴.9𝑖 < 0, thus the

ESS is not hold

Punishment 𝑅𝐶𝐷 = 𝑅𝐷𝐷 = 0,

𝐹𝐶𝐷 + 𝐹𝐷𝐷 > 0

𝐴.8𝑖 = 0, thus always

hold

𝐴.9𝑖 < 0, thus the

ESS is not hold

Mixed

incentives

𝑅𝐶𝐷 + 𝑅𝐶𝐶 ̸= 0,

𝐹𝐶𝐷 + 𝐹𝐷𝐷 ̸= 0

𝐴.8𝑖 = 0, thus always

hold

𝐴.9𝑖 < 0, thus the

ESS is not hold
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A.2 Rate of 𝑅𝐶𝐶 (𝐹𝐷𝐷) in 𝑅𝐶𝐶 + 𝐹𝐶𝐷 (𝑅𝐶𝐷 +

𝐹𝐷𝐷)

Let 𝛼 be the rate, 𝑘 = 𝑅𝐶𝐶 + 𝐹𝐶𝐷, to minimize the difference between

reward (𝑅𝐶𝐷 + 𝑅𝐶𝐶) and punishment (𝐹𝐶𝐷 + 𝐹𝐷𝐷), meanwhile satisfy

the constraints are 𝑅𝐶𝐷 ≥ 𝑅𝐶𝐶 , 𝐹𝐶𝐷 ≥ 𝐹𝐷𝐷, we have:

min
𝛼

𝑘𝛼 + (𝑘 + 1)𝛼 − [𝑘(1 − 𝛼) + (1 + 𝑘)𝛼]

s.t. (1 − 𝛼)2 ≥ 3𝛼

(1 − 𝛼)1 ≥ 4𝛼.

(A.10)

The solution is 𝛼 = 0.2. Consequently, these four parameters are set as

shown in Table A.4.

Table A.4: Mixed incentives setup

𝑅𝐶𝐶 + 𝐹𝐶𝐷 𝑅𝐶𝐶 𝐹𝐶𝐷 𝑅𝐶𝐷 + 𝐹𝐷𝐷 𝑅𝐶𝐷 𝐹𝐷𝐷

1 0.2 0.8 2 1.6 0.4

1.25 0.25 1 2.25 1.8 0.45

1.5 0.3 1.2 2.5 2 0.5

1.75 0.35 1.4 2.75 2.2 0.55

2 0.4 1.6 3 2.4 0.6

2.25 0.45 1.8 3.25 2.6 0.65

2.5 0.5 2 3.5 2.8 0.7

2.75 0.55 2.2 3.75 3 0.75

3 0.6 2.4 4 3.2 0.8

A.3 Accumulated wealth of the third-party

From eq.A.4, we have

𝑥̇ = 𝑑𝑥

𝑑𝑡
=(1 + 𝑅𝐶𝐶 − 𝑅𝐶𝐷 + 𝐹𝐶𝐷 − 𝐹𝐷𝐷)𝑥3

+ (2𝑅𝐶𝐷 + 2𝐹𝐷𝐷 − 𝐹𝐶𝐷 − 𝑅𝐶𝐶 − 𝑇 − 1)𝑥2

− (𝑅𝐶𝐷 + 𝐹𝐷𝐷 − 𝑇 )𝑥.
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Let 𝑎 = 1+𝑅𝐶𝐶 −𝑅𝐶𝐷 +𝐹𝐶𝐷 −𝐹𝐷𝐷, 𝑏 = 2𝑅𝐶𝐷 +2𝐹𝐷𝐷 −𝐹𝐶𝐷 −𝑅𝐶𝐶 −

𝑇 − 1, 𝑐 = 𝑇 − 𝑅𝐶𝐷 − 𝐹𝐷𝐷, we have:

𝑑𝑥

𝑑𝑡
= 𝑎𝑥3 + 𝑏𝑥2 + 𝑐𝑥.

We can then solve the differential equation:

∫︁
1

𝑎𝑥3 + 𝑏𝑥2 + 𝑐𝑥
𝑑𝑥 =

∫︁
1𝑑𝑡

=
∫︁

1
𝑥(𝑎𝑥2 + 𝑏𝑥 + 𝑐)

𝑑𝑥

=
∫︁

1
𝑐𝑥

+
−𝑎𝑥 − 𝑏

𝑐(𝑎𝑥2 + 𝑏𝑥 + 𝑐)
𝑑𝑥

=
1
𝑐

∫︁
1
𝑥

𝑑𝑥 −
𝑎

𝑐

∫︁
𝑥

𝑎𝑥2 + 𝑏𝑥 + 𝑐
𝑑𝑥 −

𝑏

𝑐

∫︁
1

𝑎𝑥2 + 𝑏𝑥 + 𝑐
𝑑𝑥

=
1
𝑐

ln 𝑥 −
𝑏

𝑐

2
𝑎

√
4𝑎𝑐 − 𝑏2

tan−1
(︁ 2𝑎𝑥 + 𝑏

√
4𝑎𝑐 − 𝑏2

)︁
+ 𝐶

−
𝑎

𝑐

(︂
ln(𝑎𝑥2 + 𝑏𝑥 + 𝑐)

2𝑎
−

𝑏

𝑎
√

4𝑎𝑐 − 𝑏2
tan−1

(︁ 2𝑎𝑥 + 𝑏
√

4𝑎𝑐 − 𝑏2

)︁)︂
=𝑡.

(A.11)

𝑥(𝑡) is the inverse function of A.11, let 𝑥(𝑡) := 𝐹 (𝑡, 𝑎, 𝑏, 𝑐). The wealth of

the third party at time step 𝑡 is shown as eq.4.3

𝑊
(𝑡)
𝑇 = 𝑀 (𝑡)

(︂
𝑐0 + 𝑥(𝑡)(︀1 − 𝑥(𝑡))︀𝐹𝐶𝐷 +

(︀
1 − 𝑥(𝑡))︀2

𝐹𝐷𝐷

−
(︀
𝑥(𝑡))︀2

𝑅𝐶𝐶 − 𝑥(𝑡)(︀1 − 𝑥(𝑡))︀𝑅𝐶𝐷

− 𝛼
(︁

𝑥(𝑡)(︀1 − 𝑥(𝑡))︀𝐹𝐶𝐷 +
(︀
1 − 𝑥(𝑡))︀2

𝐹𝐷𝐷

)︁)︂
= 𝑀 (𝑡)

(︂(︀
𝑥(𝑡))︀2(︀

(1 − 𝛼)(𝐹𝐷𝐷 − 𝐹𝐶𝐷) − 𝑅𝐶𝐶 + 𝑅𝐶𝐷

)︀
+ 𝑥(𝑡)(︀(1 − 𝛼)(𝐹𝐶𝐷 − 2𝐹𝐷𝐷) − 𝑅𝐶𝐷

)︀
+ 𝑐0 + (1 − 𝛼)𝐹𝐷𝐷

)︂
= 𝑀 (𝑡)

(︂
𝐹 2(𝑡, 𝑎, 𝑏, 𝑐)

(︀
(1 − 𝛼)(𝐹𝐷𝐷 − 𝐹𝐶𝐷) − 𝑅𝐶𝐶 + 𝑅𝐶𝐷

)︀
+ 𝐹 (𝑡, 𝑎, 𝑏, 𝑐)

(︀
(1 − 𝛼)(𝐹𝐶𝐷 − 2𝐹𝐷𝐷) − 𝑅𝐶𝐷

)︀
+ 𝑐0 + (1 − 𝛼)𝐹𝐷𝐷

)︂
.
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Thus,

𝑊𝑇 =
∫︁

𝑊
(𝑡)
𝑇 𝑑𝑡

=
(︀
(1 − 𝛼)(𝐹𝐷𝐷 − 𝐹𝐶𝐷) − 𝑅𝐶𝐶 + 𝑅𝐶𝐷

)︀ ∫︁
𝑀 (𝑡)𝐹 2(𝑡, 𝑎, 𝑏, 𝑐) 𝑑𝑡

+
(︀
(1 − 𝛼)(𝐹𝐶𝐷 − 2𝐹𝐷𝐷) − 𝑅𝐶𝐷

)︀ ∫︁
𝑀 (𝑡)𝐹 (𝑡, 𝑎, 𝑏, 𝑐) 𝑑𝑡

+
(︀
𝑐0 + (1 − 𝛼)𝐹𝐷𝐷

)︀ ∫︁
𝑀 (𝑡) 𝑑𝑡.
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Appendix B

B.1 Supplement of analytical results

B.1.1 The stability of fixed points

Based on the replicatorequations (eq.5.1), it is easy to write 𝑥̇ in the

formation: ⎡⎢⎢⎢⎣
𝑥1

𝑥2

𝑥3

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
𝑥1((𝐴𝑐x)1 − x⊤𝐴𝑐x)

𝑥2((𝐴𝑐x)2 − x⊤𝐴𝑐x)

𝑥3((𝐴𝑐x)3 − x⊤𝐴𝑐x)

⎤⎥⎥⎥⎦ , (B.1)

the Jacob matrix of (B.1) is,

J =

⎡⎢⎢⎢⎢⎢⎣
𝑡𝑖𝑎𝑙𝑥1
𝑡𝑖𝑎𝑙𝑥1

𝑡𝑖𝑎𝑙𝑥1
𝑡𝑖𝑎𝑙𝑥2

𝑡𝑖𝑎𝑙𝑥1
𝑡𝑖𝑎𝑙𝑥3

𝑡𝑖𝑎𝑙𝑥2
𝑡𝑖𝑎𝑙𝑥1

𝑡𝑖𝑎𝑙𝑥2
𝑡𝑖𝑎𝑙𝑥2

𝑡𝑖𝑎𝑙𝑥2
𝑡𝑖𝑎𝑙𝑥3

𝑡𝑖𝑎𝑙𝑥3
𝑡𝑖𝑎𝑙𝑥1

𝑡𝑖𝑎𝑙𝑥3
𝑡𝑖𝑎𝑙𝑥2

𝑡𝑖𝑎𝑙𝑥3
𝑡𝑖𝑎𝑙𝑥3

⎤⎥⎥⎥⎥⎥⎦ . (B.2)

The real part of the eigenvalues of J at the fixed point decides the stability

of the fixed point. If the eigenvalues have negative real parts, then the

fixed point is asymptotically stable [136, 67].

Under heavy punishment, 𝑓 = 2, facing pure corrupt rule enforcers, when
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𝑎 = 0.1, 𝑏 = 𝑐 = 0.5, 𝑐0 = 𝐵 = 0.2, the internal fixed point x1
* =

(3/20, 201/260, 1/13). The eigenvalue of J at x1
* is

(︀
−29/130, (42 −

6i
√

69631)/10400, (42 + 6i
√

69631)/10400
)︀
. Since the real part of the sec-

ond and third eigenvalue are positive, x1
* is not asymptotically stable.

Keeping the value of all the rest parameters but set 𝑎 to 0, x1
* = (3/20,

17/20, 0), and the eigenvalue of J at x1
* is (−3/10, 0, 0). Since all the

real part of the eigenvalues are less than or equal to zero, and with no

imaginary parts, x1
* is stable. Actually, as Figure B-1 shows, every point

on the edge 𝐶𝑎𝐶𝑎̄ (represented by a dashed line) is stable.

Figure B-1: When 𝑦1 = 2, 𝑏 = 𝑐 = 0.5, 𝑐0 = 𝐵 = 0.2, 𝑓 = 2, 𝑎 = 0, the
original interior fixed point x1

* locates on the edge 𝐶𝑎𝐶𝑎̄. All points on
the dashed edge 𝐶𝑎𝐶𝑎̄ are stable.
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B.1.2 Player-enforcer dynamics in an infinite and well-

mixed population

(1) The equilibrium without exploration

(a) 𝑎 = 0.1 (b) 𝑎 = 0.5

Figure B-2: Player-enforcer dynamics when 𝑦
(0)
1 > (𝐵 −𝑐)/(𝐵 −𝑓), x(0) =

(0.25, 0.25, 0.5), y(0) = (0.2, 0.8). Both y* and x* are reachable, 𝑦*
1 <

𝑦
(0)
1 , x* = (0, 1, 0). Compare Figure B-2(a) with Figure B-2(b), it can

be observed that, when 𝑎 is higher, the stronger inhibition effect of 𝑎
on the cautious cooperators reduces the summit of the fraction of 𝐶𝑎,
and accelerates the elimination of 𝐶𝑎 by 𝐶𝑎̄. Meanwhile, the heavier
punishment effect of 𝑎 on 𝑈𝑐 leads to a slight increase of the fraction
of honest enforcers at the beginning.

The equilibrium of the population profile of rule enforcers and players de-

pend on the initial state of the enforcers y(0). When 𝑦
(0)
1 > (𝐵−𝑐)/(𝐵−𝑓),

𝑦*
1 decreases slightly from 𝑦

(0)
1 in the equilibrium, and the corresponding

equilibrium of players is x* = (0, 1, 0). Furthermore, comparing Figure B-

2(a) and Figure B-2(b), it can be noticed that the value of 𝑎 do not change

x* and y*.

However, 𝑎 changes the trajectory of x and y. Due to the inhibition

effect of 𝑎 on 𝐶𝑎, a higher 𝑎 is accompanied by a lower summit of and

a steeper slop of the fraction of 𝐶𝑎. We also note that in Figure B-2(b),

the fraction of corrupt enforcers when 𝑎 = 0.5 is not monotonic increasing

as in Figure B-2(a), but first decreasing and then increasing. This result

attributes to the punishment effect of 𝑎 on 𝑈𝑐: the higher the 𝑎 is, the less
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𝜋(𝑈𝑐) is in the event (𝐶𝑎, 𝐷)|(𝑈𝑐).

(2) The equilibrium with exploration

When the players and enforcers are allowed to explore strategies ran-

domly (𝜇 ̸= 0 and 𝑣 ̸= 0), x* and y* always exist. In Figure 5-3, we

show the player-enforcer dynamics under x(0) = (0.25, 0.25, 0.5), y(0) =

(0.1, 0.9). For elaborating on the independence of the mixed strategy

equilibrium to the initial state, we set a different initial state, x(0) =

(1/3, 1/3, 1/3), y(0) = (0.9, 0.1), the results are shown in Figure B-3. Com-

pare Figure B-3(a) to Figure 5-3(c), it is easy to tell that x* and y* are

the same with different initial state. Analogously, the equilibrium in Fig-

ure B-3(b) and Figure 5-3(e) are the same.

The initial state does not change the equilibrium, but influences the re-

quired time of reaching the stable state. When the distance between the

initial state and the equilibrium is greater, the required time is longer.

For example, the required time in Figure B-3(b) is much longer than in

Figure 5-3(e), as y(0) = (0.9, 0.1) is further from y* ≈ (0, 1) compared

with y(0) = (0.1, 0.9). In contrast, y0 in Figure B-3(a) and Figure 5-3(c)

are of an equal distance to the equilibrium y* ≈ (0.5, 0.5), the required

time in these two scenarios are hence similar.

(a) 𝜇 = 0.01, 𝑣 = 0.05, 𝑎 = 0.1 (b) 𝜇 = 0.005, 𝑣 = 0.001, 𝑎 = 0.5

Figure B-3: Player-enforcer dynamics with the initial state x(0) =
(1/3, 1/3, 1/3), y(0) = (0.9, 0.1). If players and enforcers are allowed to
explore strategies randomly, both y* and x* are reachable, and they are
robust to the initial state.
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B.2 Supplement of simulation experiments

algorithms

B.2.1 The stochastic replicator dynamics algorithm in

a finite population

Assume a transfer matrix M,

M =

⎡⎢⎢⎢⎣
𝑃1,1 𝑃1,2 𝑃1,3

𝑃2,1 𝑃2,2 𝑃2,3

𝑃3,1 𝑃3,2 𝑃3,3

⎤⎥⎥⎥⎦ , (B.3)

𝑃𝑖,𝑗 =
[︀
1 + exp

(︀
S(𝜋(𝑆𝑖) − 𝜋(𝑆𝑗))

)︀]︀−1, which denotes the probability that

a player transform from strategy 𝑆𝑖 to 𝑆𝑗 . The exploration matrix ME is:

ME =

⎡⎢⎢⎢⎣
−𝜇 𝜇/2 𝜇/2

𝜇/2 −𝜇 𝜇/2

𝜇/2 𝜇/2 −𝜇

⎤⎥⎥⎥⎦ . (B.4)

Let ‖M‖ be the row normalized matrix of M, in ‖M‖,
∑︀𝑗=3

𝑗=1 𝑃𝑖,𝑗 = 1.

The population profile at the next time step is:

x(𝑡+1) = x(𝑡)(‖M‖ + ME). (B.5)

Thus, if (‖M‖ + ME) is fixed, meanwhile x(𝑡+1) = x(𝑡), then x(𝑡) reaches

x*.

Theorem B.2.1. If the stable state exists, x* and y* must be the left

eigenvectors of the corresponding constant matrix ‖M‖ + ME.

The exploration matrix for enforcers is analogous, ME is adapted to:
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ME =

⎡⎣−𝑣 𝑣

𝑣 −𝑣

⎤⎦ . (B.6)

B.2.2 Algorithm for stochastic dynamics in a finite

population

Table B.1: Algorithm for player-enforcer stochastic dynamics

Input: 𝑁, 𝑏, 𝑐, 𝑐0, 𝑓, 𝐵, S, the cost of external supervision service 𝑎,

the mutation rate of players 𝜇, the mutation rate of rule

enforcers 𝑣, the initial population profile x(0), y(0), and the

termination time step T.

Output: x, y.

Step 1: If 𝑡 < T, compute #𝐶𝑎, #𝐶𝑎̄, and #𝐷 based on x(𝑡);

compute #𝑈ℎ and #𝑈𝑐 based on y(𝑡).

Generate the pairwise table, each row of which is compo-

sed of two players and one random assigned rule enforcer.

eg. (𝐶𝑎̄, 𝐶𝑎̄, 𝑈ℎ).

Else go to Step 6.

Step 2: Based on the pairwise table, calculate the payoff of each

player and rule enforcer. Hence, generate the payoff table,

each row is composed of the payoff of the two players and

the enforcer, eg. (0.3, 0.3, 0.4).

Step 3: Based on the payoff table, calculate the average payoff of

strategies: 𝜋(𝐶𝑎̄), 𝜋(𝐶𝑎), and 𝜋(𝐷); 𝜋(𝑈ℎ) and 𝜋(𝑈𝑐).

Step 4: Calculate x(𝑡+1) and y(𝑡+1) according to the replicator dy-

namics algorithm in Appendix B.2.1. Update 𝑡 to 𝑡 + 1.

Step 5: Go to Step 1.

Step 6: End.
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B.3 Supplement of simulation experiments

results

B.3.1 Proof of y*=(0.065, 0,935) with v = 0.05

Proof. Assume that at time step 𝑡, y = (0.065, 0.935). With 𝑁 = 10,

𝑀 = #𝑈𝑐 + #𝑈ℎ = 5. Among the 5 enforcers, #𝑈ℎ = 5 * 0.065 = 0, and

#𝑈𝑐 = 5. Naturally, 𝜋(𝑈ℎ) = 0, and 𝜋(𝑈𝑐) = 2𝑐0(1 − 𝑥1𝑥3) + 2𝐵𝑥3 −

2𝑎𝑥1𝑥3 = 0.2214 ≥ 0. According to the stochastic dynamics algorithm in

Appendix B.2.1,

M =

⎡⎣1/2 1

0 1/2

⎤⎦ . (B.7)

Since 𝜋(𝑈ℎ) ≡ 0 and 𝜋(𝑈ℎ) is always greater than 0, M is constant. Then

we have,

‖M‖ =

⎡⎣1/3 2/3

0 1

⎤⎦ , (B.8)

with

ME =

⎡⎣−0.05 0.05

0.05 −0.05

⎤⎦ , (B.9)

Then we have

(‖M‖ + ME) =

⎡⎣0.2833 0.7167

0.05 0.95

⎤⎦ , (B.10)

whose left eigenvector is (0.065, 0, 935). According to Theorem B.2.1, y* =

(0.065, 0, 935) is a stable state.

B.3.2 The sustainability of players’ strategy profile in

a finite market

(1) x*=(0, 1, 0) when the fraction of honest enforcers no less

than 0.5
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Lemma B.3.1. In a small or medium scale market, x* = (0, 1, 0) if

𝑦*
1 ≥ 0.5.

Section 5.3.1 has shown that x* = (0, 1, 0) if 𝑦*
1 > 2(𝐵 − 𝑐)/(2𝐵 − 3𝑓) in

an infinite and well-mixed population. When allowing for random explo-

ration, x* cannot reach (0, 1, 0), but 𝐶𝑎̄ becomes the majority and 𝑥*
2 ≈ 1.

If 𝑁 is finite, the transfer matrix B.3 is uncertain because of the chance

event can lead to different 𝜋(𝑆𝑖). Thus, it is hard to prove x* = (0, 1, 0) by

calculating the payoff matrix. Nevertheless, we can prove by reasoning the

required condition of reaching x*. Note that the precondition of reaching

an equilibrium is that the mutation rate is low enough such that once the

equilibrium has been reached, other strategies cannot invade. Hence, we

only consider the low exploration group.

Proof. It is known that homogeneous 𝐷 or 𝐶𝑎 is unstable (𝑎 > 0), the

only possible equilibrium for players is homogeneous 𝐶𝑎̄. However, the

more trusting cooperators existing in the market, the more likely defectors

invade, since defectors gains more in the scenario (𝐶𝑎̄, 𝐷) than any other

scenarios. Therefore, in a finite market that is composed of one defector

and 𝑁 −1 trusting cooperators, the expected value of 𝜋(𝐷) get maximized.

𝐸(𝜋(𝐷)) = 𝑦1(𝑏+𝑐−𝑐0 −𝑓)+𝑦2(𝑏+𝑐−𝑐0 −𝐵), and similarly 𝐸(𝜋(𝐶𝑎̄)) =

𝑦1(−𝑐 + 𝑓/2 − 𝑐0) + 𝑦2(−𝑐 − 𝑐0). When 𝑦*
1 ≥ 0.5, we have 𝐸(𝜋(𝐷)) <

𝐸(𝜋(𝐶𝑎̄)), therefore, 𝑥3 tends to decrease and 𝑥2 tends to increase. As

long as 𝑥2 ≥ 0.95, the market is composed of homogeneous 𝐶𝑎̄, meanwhile

the small mutation rate cannot bring in defectors. x* = (0, 1, 0) is then

reached.

(2) Dynamic patterns of x*=(0, 1, 0) when y* = (0,1)

a. 𝑁 = 10, 𝜇 = 0.01

Lemma B.3.2. In a small scale market, x* = (0, 1, 0) when 𝜇 = 0.01.
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Theoretically, surrounded by corrupt enforcers, x* is unreachable, but

when the market is small, x* = (0, 1, 0) can happen. When 𝑁 = 10 and

𝜇 = 0.01, y* ∈ {(0, 1), (0.5, 0.5), (1, 0)}. It has been proved that when

𝑦*
1 ≥ 0.5, x* = (0, 1, 0), now let us prove when 𝑦*

1 = (0, 1), x* is still

reachable.

Proof. Let us assume all rule enforcers are corrupt (𝑦*
1 = 0). Still, the frac-

tion of 𝐷 only increases when the event (𝐶𝑎̄, 𝐷)|(𝑈𝑐) happens. Otherwise,

the fraction of defectors tends to decrease, and during which the fraction

of cooperators increases. Among the cooperators, the trusting cooperators

eliminate the cautious ones, until take over the market (x* = (0, 1, 0)).

Despite the chance of event (𝐶𝑎̄, 𝐷) not happening continuously is low, es-

pecially when trusting cooperators are the majority, such low chance event

would eventually happen as long as time is long enough. Additionally, the

small exploration rate (𝜇 = 0.01) leaves no chance to the defectors to in-

vade once the equilibrium has been reached. Therefore, x* = (0, 1, 0) in

small scale markets when 𝜇 = 0.01 .

b. 𝑁 = 100, 𝜇 = 0.001

Usually, in a medium scale market, x* does not exist when y* = (0, 1).

Table B.2 shows the fraction of cautious cooperators (𝑥1) and of the defec-

tors (𝑥3) when the fraction of trusting cooperators (𝑥2) reaches its summit

facing pure corrupt enforcers. The results are the average of the 500 times

repeated experiments.

When 𝑎 < 0.2, 𝑥1 + 𝑥3 < 0.005, then the population has evolved into

x* = (0, 1, 0) where #𝐶𝑎 = #𝐷 = 0. However, when 𝑎 ≥ 0.3, the

minimum fraction of defectors is 0.005. It means that there is at least one

defector remains in the market, once the event (𝐶𝑎̄, 𝐷) happens, 𝑥2 drops

from its summit. Accordingly, x* = (0, 1, 0) cannot be reached.
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Table B.2: (𝑥1, 𝑥3)|
(︀
𝑥2 = max(𝑥2), y* = (0, 1)

)︀
𝜇 = 0.001, 𝑣 = 0.005 𝜇 = 0.005, 𝑣 = 0.001

𝑥1 𝑥3 𝑥1 𝑥3

a = 0.1 0.001 0.001 0.006 0.003

a = 0.2 0.001 0.001 0.006 0.003

a = 0.3 0.006 0.005 0.008 0.007

a = 0.4 0.005 0.009 0.008 0.008

a = 0.5 0.006 0.009 0.007 0.009

However, there are 28 cases among the 500 times repeated experiments

with 𝑎 = 0.3 unexpectedly reaches x* = (0, 1, 0). The 500 repeated exper-

iments are marked from 1 to 500, the numbers of the 28 cases are: 21, 23,

125, 127, 147, 153, 162, 163, 167, 243, 250, 260, 272, 296, 302, 324, 331,

350, 378, 384, 393, 396, 397, 404, 440, 443, 458, 469. Table B.3 presents

the stochastic dynamics of x during time step 1146 to 1151, for elaborating

on these uncommon cases.

Table B.3: Stochastic dynamics of x in the 272𝑛𝑑 experiment
Time Step 1146 1147 1148 1149 1150 1151 1152 1153

𝑥1 0.2828 0.1001 0.0262 0.0198 0.0093 0.0032 0.0021 0.0016
𝑥2 0.7027 0.8965 0.9474 0.9745 0.9890 0.9935 0.9958 0.9969
𝑥3 0.0145 0.0034 0.0264 0.0057 0.0016 0.0032 0.0021 0.0016

At step 1147, we notice that the fraction of trusting cooperators (𝑥2)

increases to 89.65%, the rest of the players are cautious cooperators. In the

next time step 1148, 𝑥2 further increases to 97.45% after eliminating the

cautious cooperators (𝐶𝑎), but the exploration rate brings a few defectors

to the market. From x(1149) , it can be inferred that all the defectors

are paired with 𝐶𝑎, which drives 𝑥2 further increases to 97.45%. The

market then is composed of 97 𝐶𝑎̄, 2 𝐶𝑎, and 1 𝐷; the only defector is

paired with one of the cautious cooperators, namely, the event (𝐶𝑎̄, 𝐷)

never happens. 𝑥2 hence increases further to 98.9% at time step 1150. At

this time step, the market has 99 𝐶𝑎̄ and 1 𝐶𝑎. Since 𝐶𝑎̄ is the dominant

strategy, 𝑥2 increases again at step 1151 to 99.35%, where there are 99 𝐶𝑎̄.
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The remaining one player theoretically can be either 𝐶𝑎 or 𝐷 with an equal

chance. In this experiment, it happens to be 𝐶𝑎, then 𝑥2 increases and

finally reaches 99.58%. Henceforth, all the 100 participants are trusting

cooperators.

In the whole process, #𝐷 is less than 3, and #𝐶𝑎̄ increases from 90 to 100,

none of the defectors is paired with 𝐶𝑎. However, the probability of the

event (𝐷, 𝐶𝑎) not happening continuously is quite low, especially when

𝑥2 is high and keeps increasing. Therefore, x* = (0, 1, 0) rarely happens

when y* = (0, 1) in medium scale markets.
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B.3.3 Analysis of the cycle length

(1) Cycle length within large scale markets

Figure B-4: The cycle length of strategies 𝐶𝑎 and 𝐷 within large scale
markets where 𝑁 = 1000. Both the mutation rate and the cost of external
supervision services can influence C (𝐶𝑎) and C (𝑈𝑐). When 𝑣 > 𝜇, C (𝑆𝑖)
is larger, since the potential 𝑥*

1 is one under 𝑣 > 𝜇, defectors are more
likely to invade, which drives the evolution to move into the next period.
The absolute value of exploration rates also changes the cycle length. A
high mutation rate decelerates the dynamic process by introducing more
irrational agents, which prolongs the cycle length. In terms of 𝑎, it changes
C (𝑆𝑖) indirectly through its inhibition effect on 𝐶𝑎 and punishment effect
on 𝑈𝑐. Both effects can shorten or prolong the period, the net result of
the two effects depends on the value of 𝑎. This complicated mechanism
leads to a non-monotonic relationship between C (𝑆𝑖) and 𝑎.

Figure B-4 gives the average cycle length of strategy 𝐶𝑎 and 𝑈𝑐. The

numerical results provide hints to understand this phenomenon. From

Section 5.3.2, we know 𝑥*
2 is larger when 𝑣 > 𝜇 than when 𝑣 < 𝜇. Namely,

when 𝑣 > 𝜇, 𝐶𝑎̄ always tends to dominant the market, which makes 𝐷

more likely to invade, thus the stable oscillation of the system is accel-

erated; but when 𝑣 < 𝜇, there are more 𝐷 and 𝐶𝑎 in the market which

improves the chance of events (𝐷, 𝐷) and (𝐶𝑎, 𝐷), and then delays the

growth of 𝐷 and 𝑈𝑐. That is why when 𝑣 > 𝜇, C (𝑆𝑖) is larger. Holding

162



the relative value of 𝜇 and 𝑣, the larger the absolute value of 𝜇 is, the

larger C (𝑆𝑖) will be. The reason for this is that a high mutation rate

can cause more irrational agents to choose the less dominated strategies,

which decelerates the elimination process.

As to the cost of external supervision services, it has an inhibition effect

on 𝐶𝑎 and a punishment effect on 𝐷, these two effects indirectly change

C (𝐶𝑎) and C (𝐷). For 𝐶𝑎, the inhibition effect on the one hand shortens

C (𝐶𝑎) by 1) terminating the growth of 𝐶𝑎 in advance and limiting its

summit, or rather that, once 𝐶𝑎 eliminates 𝐷 to a certain level, 𝑥1 stops

growing and immediately drops (Compare Figure 5-2(e) with Figure 5-

2(d)); 2) strengthening the dominance of 𝐶𝑎̄ to 𝐶𝑎, 𝐶𝑎̄ then eliminates 𝐶𝑎

earlier and faster. On the other hand, the inhibition effect prolongs C (𝐶𝑎)

by lifting the required fraction of defectors for 𝐶𝑎 to start growing, which

delays the growth of 𝑥1. These two conflict consequences make C (𝐶𝑎)

change non-monotonically as 𝑎 increases.

When 𝑎 increases from 0.1 to 0.2, the former consequence is stronger, and

C (𝐶𝑎) decreases. This result is also confirmed in Figure B-5. In Figure B-

5(a), the significant decrease of 𝑉 𝑎𝑟(𝐶𝑎) when 𝑎 increases to 0.2 indicates

the decrease of the summit of 𝐶𝑎. The increase of 𝑐𝑜𝑣(𝐶𝑎, 𝐶𝑎̄) from -0.0075

to -0.065 in Figure B-5(b) evidences the shorter horizontal phase shift

between 𝑥1 and 𝑥2, which is caused by the earlier and faster elimination

of 𝐶𝑎 by 𝐶𝑎̄. However, when 𝑎 further increases, the latter consequence

becomes stronger, and C (𝐶𝑎) becomes longer (Compare Figure 5-2(e) with

Figure 5-2(d)). The decrease of 𝑐𝑜𝑣(𝐶𝑎̄, 𝐷) when 𝑎 increases from 0.2 to

0.5 is exactly the consequence of 𝑥1 longer staying at a low level, because

when the market contains very few 𝐶𝑎, the event (𝐶𝑎̄, 𝐷) is more likely to

happen, which strengthens the negative correlation between 𝐶𝑎̄ and 𝐷.
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(a) 𝑐𝑜𝑣(𝑆𝑖, 𝑆𝑗) (b) 𝑉 𝑎𝑟(𝑆𝑖)

Figure B-5: The covariance of the fraction of strategies, 𝑐𝑜𝑣(𝑆𝑖, 𝑆𝑗)
(𝑆𝑖 and 𝑆𝑗 ∈ {𝐶𝑎, 𝐶𝑎̄, 𝐷, 𝑈𝑐}) in large scale markets where 𝑁 = 1000,
with 𝜇 = 0.001, 𝑣 = 0.005. The negative correlation between 𝐶𝑎 and 𝐶𝑎̄

is weakened with the increase of 𝑎, due to the inhibition effect of 𝑎 on 𝐶𝑎,
which shortens the horizontal phase shift between 𝑥1 and 𝑥2. 𝑐𝑜𝑣(𝐶𝑎, 𝑈𝑐)
is also negative, this negative relationship is strengthened as 𝑎 increases,
because of the punishment effect of 𝑎 on 𝑈𝑐 accelerating the elimination
of 𝑈𝑐 by 𝐶𝑎. 𝑐𝑜𝑣(𝐶𝑎̄, 𝐷) has non-monotonic changes. When 𝑎 increases
from 0.1 to 0.2, the reduced summit of 𝐶𝑎 leaves 𝐶𝑎̄ a higher chance to
co-exist with 𝐷, 𝑐𝑜𝑣(𝐶𝑎̄, 𝐷) therefore increases to a positive number. As 𝑎
further increases, #𝐶𝑎 has a longer time staying at a low level; 𝐶𝑎 is more
likely to be eliminated by defectors, and 𝑐𝑜𝑣(𝐶𝑎̄, 𝐷) is hence weakened.
𝑉 𝑎𝑟(𝐶𝑎) drops (resp. 𝑉 𝑎𝑟(𝑈𝑐) rises) largely as 𝑎 increase from 0.1 to 0.2,
which indicates a smaller (resp. larger) wave height of the fraction of 𝐶𝑎

(resp. 𝑈𝑐) and confirms the lower (resp. higher) summit of 𝑥1 (resp. 𝑦2).

The trend of C (𝐶𝑎) under 𝜇 = 0.05, 𝑣 = 0.01 is different from under other

mutation rates. That is because with the highest 𝜇, the minimum #𝐶𝑎

and #𝐷 are lifted the most, then the remaining more cautious cooperators

contend with the remaining defectors longer, and hence delays the coming

of the growth of defectors. Additionally, it is also known that a higher 𝑎

lifts the required fraction of defectors for 𝐶𝑎 to start growing. Because

of these two reasons, C (𝐶𝑎) is prolonged as 𝑎 increases. When 𝑎 further

increases from 0.4 to 0.5, the consequence of reducing the summits of 𝐶𝑎

plays the main role again, and C (𝐶𝑎) drops accordingly.

Another interesting phenomenon is that C (𝑈𝑐) is almost the same as

C (𝐶𝑎) when 𝜇 = 0.05. Theoretically, C (𝐶𝑎) and C (𝑈𝑐) should be sim-

ilar. However, when 𝜇 is small, 𝑈𝑐 is more likely to raise up more than
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one time as 𝐶𝑎 falling down. In Figure 5-4(b), the fraction of trusting

cooperators reaches its summit by eliminating cautious cooperators dur-

ing time step 7 to 13, during which 𝐶𝑎 decreases monotonically, but 𝑈𝑐

grows up twice at time step 9 and 11 respectively. That is because under

lower mutation rate, #𝐷 and #𝐶𝑎 are less when 𝐶𝑎̄ reaches its summit;

then the few remaining defectors are more likely to be paired with 𝐶𝑎̄

instead of 𝐶𝑎. Namely, the event (𝐶𝑎̄, 𝐷)|(𝑈𝑐) has a higher chance to hap-

pen, which stimulates the growth of 𝑈𝑐. Therefore, the period of y is not

completely in line with the period of x. But when 𝜇 is very high, more

remaining 𝐷 and 𝐶𝑎 induce a higher probability of the event (𝐶𝑎, 𝐷)|(𝑈𝑐),

which prevents 𝑦2 from growing multiple times when 𝑥2 increases. That is

why C (𝑈𝑐) and C (𝐷) in Figure B-4 are more similar to each other when

𝜇 = 0.05, 𝑣 = 0.01.

When 𝜇 ̸= 0.05, C (𝑈𝑐) first climbs up and then goes down. When 𝑎

increases to 0.2, the inhibition effect plays the main role, it delays the

growth of 𝐶𝑎 and hence lead to a higher summit of 𝑈𝑐, and indirectly

increases 𝑉 𝑎𝑟(𝑈𝑐), as shown in Figure B-5(b). For rule enforcers, the

higher summit of 𝑈𝑐 takes longer time to reach, C (𝑈𝑐) is then prolonged.

As 𝑎 further increases, 𝑉 𝑎𝑟(𝑈𝑐) does not change too much, the punishment

effect on 𝑈𝑐 plays the main role: a heavier punishment accelerates the

elimination of 𝑈𝑐 by 𝐶𝑎, and henceforth a higher 𝑎 is accompanied by a

shorter C (𝑈𝑐) when 𝑎 > 0.2.
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(2) Cycle length within medium scale markets

Figure B-6: C (𝐶𝑎) and C (𝑈𝑐) within medium scale markets where
𝑁 = 100. When 𝑁 = 100, the event (𝐶𝑎, 𝐷)|(𝑈𝑐) happens with a higher
frequency compared with when 𝑁 = 1000. This fact amplifies the pun-
ishment effect of 𝑎, hence the average fraction of the strategy 𝑈𝑐 is lower,
and C (𝑈𝑐) decreases larger as 𝑎 increases.

C (𝐶𝑎) is similar under different market scales, but C (𝑈𝑐) is different. Let

𝑅
(︀
C (𝑈𝑐)|(𝜇)

)︀
be the range of the cycle length of strategy 𝑈𝑐 under certain

𝜇. When 𝑁 = 1000, 𝑅
(︀
C (𝑈𝑐)|(𝜇 = 0.01)

)︀
= 0.44 and 𝑅

(︀
C (𝑈𝑐)|(𝜇 =

0.05)
)︀

= 0.20 , whereas when 𝑁 = 100, 𝑅
(︀
C (𝑈𝑐)|(𝜇 = 0.01)

)︀
= 1.27 and

𝑅
(︀
C (𝑈𝑐)|(𝜇 = 0.05)

)︀
= 1.43. Such results indicate that the punishment

effect of 𝑎 on 𝑈𝑐 is amplified in the medium scale market. This result is

owing to the higher frequency of the event (𝐶𝑎, 𝐷)|(𝑈𝑐), through which the

punishment effect of 𝑎 accelerates the elimination of 𝑈𝑐, and eventually

shortens C (𝑈𝑐).

(3) The variance of the fraction of strategies in medium scale

markets

Compared with in large scale markets, 𝑉 𝑎𝑟(𝑈𝑐) is much lower in a medium

scale market. Because the punishment effect of 𝑎 on 𝑈𝑐 is amplified by
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the more often event (𝐶𝑎, 𝐷)|(𝑈𝑐), 𝑦2 is more likely to drop from the high

level. With the lower summit in each period, 𝑉 𝑎𝑟(𝑈𝑐) and 𝐸(𝑦2) are lower.

Figure B-7: The variance of the population sizes of the coexisting strate-
gies in medium scale markets where 𝑁 = 100.

But when 𝑎 ≥ 0.2 the inhibition effect of 𝑎 on 𝐶𝑎 plays the main role,

which offsets the consequence of decreasing 𝐸(𝑦2) brought by the ampli-

fied punishment effect. Compare Figure B-7 to Figure B-5(b), it can be

observed that when 𝑎 increases from 0.1 to 0.2, the drops of 𝑉 𝑎𝑟(𝐶𝑎)

within 𝑁 = 100 and 𝑁 = 1000 are similar; but when 𝑎 further increases,

𝑉 𝑎𝑟(𝐶𝑎) decreases much more in a medium scale market than in a large

scale market. When 𝑁 = 100, 𝑉 𝑎𝑟(𝐶𝑎) decreases 42.5% (𝜇 = 0.01) or

30% (𝜇 = 0.05), the numbers are 17.9% and 18.4% when 𝑁 = 1000. The

reduced 𝑉 𝑎𝑟(𝐶𝑎) indicates the stronger inhibition effect on 𝐶𝑎, which pro-

motes the growth of 𝑈𝑐 and increases 𝐸(𝑦2). That is why 𝐸(𝑦2)|(𝑎 ≥ 0.2)

does not show differences in the medium and the large scale market.
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B.3.4 Supplements of y* within a medium scale mar-

ket

Figure B-8: The minimum fraction of strategies within medium scale mar-
kets where 𝑁 = 100. A higher 𝜇 lifts the minimum fraction of defectors,
which makes the defectors cannot permanently being eliminated. The
existence of defectors then stimulates the growth of corrupt enforcers,
and thereby leads y to escape from (0.5, 0.5) and ultimately evolve to
y* = (0, 1).

Figure B-9: The average time for reaching y* in medium scale markets
where 𝑁 = 100. y* ∈ {(0.5, 0.5), (0, 1)}. The punishment effect of 𝑎
prevents 𝑦*

2 = 1, but the inhibition effect of 𝑎 contributs to 𝑦*
2 = 1. As 𝑎

increase, both these two effects become stronger, the time of reaching y*

is accordingly prolonged. When 𝑎 = 0.4, the time to reach the equilibrium
is the longest.
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B.3.5 The probability of event (𝐶𝑎, 𝐷)|(𝑈𝑐)

Lemma B.3.3. Given x and y, the event (𝐶𝑎, 𝐷)|(𝑈𝑐) is easier to happen

when the scale of the market is smaller, which makes 𝑦2 easier to drop from

the high level.

Proof. Without loss of generality, let the size of the two markets be 𝑁1

and 𝑁2 (𝑁1 < 𝑁2), the corresponding number of rule enforcers are 𝑀1 =

𝑁1/2 and 𝑀2 = 𝑁2/2. The probability of the event (𝐶𝑎, 𝐷)|(𝑈𝑐) is

𝑃
(︀
(𝐶𝑎, 𝐷)|(𝑈𝑐)

)︀
, we then have:

𝑃1
(︀
(𝐶𝑎, 𝐷)|(𝑈𝑐)

)︀
= 𝑃1(𝐶𝑎, 𝐷)𝑃1(𝑈𝑐)

=
𝐶 1

𝑥1𝑁1
𝐶 1

𝑦2𝑀1

𝐶2
𝑁1

,

𝑃2
(︀
(𝐶𝑎, 𝐷)|(𝑈𝑐)

)︀
= 𝑃2(𝐶𝑎, 𝐷)𝑃2(𝑈𝑐)

=
𝐶 1

𝑥1𝑁2
𝐶 1

𝑦2𝑀2

𝐶2
𝑁2

,

𝑃1
(︀
(𝐶𝑎, 𝐷)|(𝑈𝑐)

)︀
𝑃2

(︀
(𝐶𝑎, 𝐷)|(𝑈𝑐)

)︀ = 𝑁1

𝑁2

𝑁2 − 1
𝑁1 − 1

> 1.

(B.11)

Thus, the probability of event (𝐶𝑎, 𝐷)|(𝑈𝑐) is higher within a smaller scale

market, which decreases the payoff of corrupt enforcers and makes their

fraction easier to drop from a high level.

B.3.6 Discussion about convergence

It is worth considering whether the simulation experiment results of finite

markets converge to the analytical results of infinite markets as 𝑁 in-

creases. The answer is positive, because the expected payoff of strategies

in infinite markets converges to the payoff of strategies in infinite markets.

Additionally, the bias in the actual payoff of finite markets caused by ran-

domness tends to zero as 𝑁 increases. In the following, we provide the
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proof supporting our conclusion.

Lemma B.3.4. The expected payoff of strategies in finite markets con-

verges to the payoff of strategies in infinite markets as 𝑁 increases.

For better elaboration, we take the payoff of 𝑈𝑐 as an example to prove

Lemma B.3.4. The proof process for other strategies is analogous.

Proof. When 𝑁 → ∞, the payoff of corrupt enforcers, 𝜋(𝑈𝑐), is a function

of x as presented in eq.5.2. However, in finite markets, the expected payoff

of 𝑈𝑐 is a function of #𝐶𝑎, #𝐶𝑎̄, and #𝐷. To distinguish between the

payoff in finite and infinite markets, we denote the expected payoff in finite

markets as 𝜋𝑈𝐶
:

𝜋𝑈𝐶
=𝑃(𝐶𝑎,𝐷)(𝑐0 + 𝐵 − 𝑎) + 𝑃(𝐶𝑎̄,𝐷)(2𝑐0 + 𝐵) + 𝑃(𝐷,𝐷)(2𝑐0 + 2𝐵)+

(1 − 𝑃(𝐶𝑎,𝐷) − 𝑃(𝐶𝑎̄,𝐷) − 𝑃(𝐷,𝐷))2𝑐0

, (B.12)

where 𝑁 = #𝐶𝑎 + #𝐶𝑎̄ + #𝐷, 𝑃(𝐶𝑎,𝐷) = 2#𝐶𝑎#𝐷
𝑁(𝑁−1) , 𝑃(𝐶𝑎̄,𝐷) = 2#𝐶𝑎̄#𝐷

𝑁(𝑁−1) ,

and 𝑃(𝐷,𝐷) = #𝐷(#𝐷−1)
𝑁(𝑁−1) .

Since as 𝑁 grows, 𝑃(𝐶𝑎,𝐷) → 2𝑥1𝑥3, 𝑃(𝐶𝑎̄,𝐷) → 2𝑥2𝑥3, and 𝑃(𝐷,𝐷) → 𝑥2
3,

𝜋𝑈𝑐 → 𝜋(𝑈𝑐). Therefore, the expected payoff of 𝑈𝑐 in finite markets

converges to the payoff of 𝑈𝑐 in infinite markets as 𝑁 increases.

In finite markets, it is not possible to completely eliminate the randomness

that introduces bias to the actual payoff. For example, the chance event

that every defector is paired with a trusting cooperator can happen and

result in the actual payoff for 𝑈𝑐 being higher than 𝜋𝑈𝑐
. However, we

can prove that the probability of such chance events tends to zero as 𝑁

increases.

Lemma B.3.5. The bias in the actual payoff of finite markets caused by

randomness tends to zero as 𝑁 increases.
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We take the aforementioned chance event as an example to prove the

Lemma B.3.5. The proof process for other events that can cause bias is

analogous.

Proof. Let 𝑃 (𝐷 → 𝐶𝑎̄) be the probability of the chance event where every

defector is paired with a trusting cooperator:

𝑃 (𝐷 → 𝐶𝑎̄) =
2#𝐷 · A#𝐷

#𝐶𝑎̄
· A2

#𝐶𝑎+(#𝐶𝑎̄−#𝐷) ·
(︀

𝑁
2 !

)︀
𝑁 !

. (B.13)

To better understanding the calculation of formula (B.13), let’s imagine

that all the players are assigned with an identical number from 1 to N.

Then there are 𝑁 ! ways to arrange the 𝑁 players. Among the players,

#𝐷 of them are labeled as 𝐷, #𝐶𝑎̄ of them are labeled as 𝐶𝑎̄.

To calculate the probability, we first select a group of players with label 𝐶𝑎̄

and pair them with the #𝐷 number of defectors to form sets of (𝐶𝑎̄, 𝐷).

Since we consider (𝐶𝑎̄, 𝐷) and (𝐷, 𝐶𝑎̄) as different pairs, there are in total

2#𝐷 · A#𝐷
#𝐶𝑎̄

arrangement.

Then the number of remaining cautious cooperators is #𝐶𝑎, and the num-

ber of trusting cooperators is #𝐶𝑎̄ − #𝐷, they can pair freely. Therefore

the number of arrangement for these remaining player is A2
#𝐶𝑎+(#𝐶𝑎̄−#𝐷).

In total, there are 𝑁/2 pairs, and these pairs can be in any order, as

a result, the total number of arrangements of the 𝑁 players satisfying

the condition that every defector is paired with a trusting cooperator is

2#𝐷 · A#𝐷
#𝐶𝑎̄

· A2
#𝐶𝑎+(#𝐶𝑎̄−#𝐷) ·

(︀
𝑁
2 !

)︀
. Finally, dividing this value by 𝑁 !

will give the precise probability of 𝑃 (𝐷 → 𝐶𝑎̄).

Then through calculations, we can easily find that given a specific x, as

𝑁 increases, the probability of 𝑃 (𝐷 ≈ 𝐶𝑎̄) decreases rapidly and tends

to zero. For example, given x = (0.2, 0.6, 0.2), 𝑃 (𝐷 ≈ 𝐶𝑎̄) = 0.119 when

𝑁 = 10, but when 𝑁 = 50, the probability decreases to 9.675×10−22. This
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fact implies that in finite markets, although randomness always exists and

leads to the actual payoff deviating from the expected payoff, the likelihood

of such deviations decreases as 𝑁 increases.

Accordingly, combining Lemma B.3.4 and Lemma B.3.5, we can conclude

that the actual payoff converges to 𝜋𝑈𝑐
, and 𝜋𝑈𝑐

converges to 𝜋(𝑈𝑐) when

𝑁 → ∞.

In fact, this convergence is already evident in the difference in the cycle

length of strategies observed in large and medium scale markets. Compar-

ing Figure B-6 with Figure B-4, it is clear that C (𝑆𝑖)|𝑁1000 < C (𝑆𝑖)|𝑁100.

This is because x and y can sustain longer at the potential equilibria in

larger scale markets. As expected, when further increases 𝑁 , (𝑆𝑖) will

decrease to a lower level.

B.3.7 When one rule enforcer monitors multiple pairs

of players

In our model, we assume that each pair of players is monitored by one

rule enforcer, therefore within finite markets 𝑀 = 𝑁/2. However, this

assumption can be arguable, as in practical life, one rule enforcer can

monitor multiple pairs of players. A natural question is how do the original

conclusions change when 𝑀 < 𝑁/2. There are two ways to achieve 𝑀 <

𝑁/2: by reducing the number of rule enforcers or by expanding the market

scale to include more players; for the convenience of elaboration, we do

not consider changing these two factors at the same time.

In the case of infinite markets, the replicator dynamics solely depend on

x and y, which are unaffected by either of these two ways. Therefore,

when 𝑀 < 𝑁/2, the player-enforcer dynamics remain unchanged, and the

original conclusions still hold. For finite market, however, the evolution

of strategies might be affected because of the affected mutation rate and

the changed probability of events. Next, we discuss the results arise from
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reducing 𝑀 and increasing 𝑁 in finite markets respectively.

By reducing 𝑀 while keeping 𝑁 constant, the number of pairs of players

that one rule enforcer monitors increases. This change itself has no influ-

ence the evolution of strategy profiles in a finite population, provided that

each rule enforcer is randomly assigned to the same number of pairs. This

assumption ensures that the assignment of each rule enforcer to 𝑁/(2𝑀 ′)

pairs of players produces the same results as the alternative approach:

duplicating the 𝑀 ′ rule enforcers (𝑁/2)/𝑀 ′ times, thereby expanding the

number of rule enforcers to 𝑁/2, and assigning each of them one pair.

However, the evolution process is influenced if the reduction of 𝑀 af-

fects the effectiveness of the mutation rate 𝑣 and impedes the invasions

of randomly exploring rule enforcers. To illustrate this, we consider two

representative examples: 𝑀 = 50 and 𝑀 = 5, while keeping 𝑁 = 1000.

In the former case, under high mutation rates, only the number of mon-

itored pairs changes, while in the latter case, the effect of the mutation

rate changes.

Consider a large scale market where 𝑁 = 1000 with 50 rule enforcers.

Under high mutation rates, randomly matching 500 rule enforcers with

the 500 pairs of players is the same as assigning 10 pairs of players to

each of the 50 rule enforcers. In both scenarios, x and y exhibit cyclic

dominance due to the invasions caused by the mutation rate. The mean

value of the fraction of specific strategies under 𝑀 = 50 are presented

in Figure B-10, which aligns with the original results under 𝑀 = 500 in

Figure 5-6.
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Figure B-10: The mean value of the fraction of specific strategies
(𝐸(#𝑆𝑖/𝑁)) when 𝑁 = 1000, 𝑀 = 50. Since reducing 𝑀 from 500 to 50
does not change the effects of 𝑣, random exploration by rule enforcers can
always lead to invasions, resulting in cyclic dominance of y. In each round
of evolution, assigning each rule enforcers to 10 pairs of players is equiv-
alent to expanding the 50 rule enforcers to 500 and randomly matching
them with the 500 pairs of players. Consequently, the evolution results
are the same as those obtained when 𝑀 = 500.

However, under low mutation rates, 𝑀 = 50 leads to y* = (0, 1), which

is distinct from the cyclic dominance of y observed in 𝑀 = 500. The

reason is that 𝑀 = 50 makes the low mutation rates (𝑣 = 0.001 and

𝑣 = 0.005) lose their effectiveness, as no randomly exploring rule enforcers

can invade once y* = (0, 1) is reached. As expected, further reducing 𝑀 to

5 makes y* always reachable under both high and low mutation rates. The

relative frequency of y* with 𝑀 = 5 among the 500 repeated experiments

is presented in Figure B-11. In summary, reducing 𝑀 alone does not

influence the evolution in finite markets unless it affects the mutation

rate, as too small 𝑀 impedes the presence of randomly exploring rule

enforcers.

By the other way that increasing 𝑁 with controlling 𝑀 , the number of

randomly exploring players might increase. For example, Figure B-11 and

Figure 5-5 represent the results under 𝑁 = 10 and 𝑁 = 1000 respectively,
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while keeping 𝑀 = 5. It can be observed that y* = (0.5, 0.5) does not

occur when 𝑁 = 1000, in contrast to the results when 𝑁 = 10. This

is because the larger 𝑁 prevents the complete elimination of defectors,

which stimulates the growth of corrupt enforcers and leads y = (0.5, 0.5)

to evolve into y* = (0, 1). Therefore, the only opportunity for the market

to evolve into a desirable state is that each corrupt rule enforcers being

matched with the pair (𝐶𝑎, 𝐷) during the early stages of the evolution.

This matching drives the rapid evolution of y towards y* = (1, 0).

Figure B-11: The relative frequency of specific equilibrium of rule enforcers
among the 500 repetitions, with 𝑀 = 5 and 𝑁 = 1000. In contrast to the
cyclic dominance observed in Figure 5-7 where 𝑀 = 500, reducing 𝑀 to 5
actually makes the mutation rate of rule enforcers, 𝑣, lose effectiveness. As
a result, the equilibrium y* is always reachable. Comparing these results
to those obtained in small scale markets where 𝑀 remains but 𝑁 = 10,
y* = (0.5, 0.5) does not occur when 𝑁 = 1000. This difference results
from the persistent presence of defectors, which stimulates the growth of
𝑈𝑐 and drives y = (0.5, 0.5) to y* = (0, 1).

In this circumstance, a high 𝑣 in turn prevents the elimination of corrupt

enforcers at the early stages, as it increases the probability of honest en-

forcers exploring strategy 𝑈𝑐. That is why the probability of evolving into

a good market that contains only honest enforcers are even higher when

𝑣 < 𝜇 in Figure B-11. This result contradicts to our previous conclu-
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sion that higher 𝑣 is always beneficial, since the expanded 𝑁 essentially

prevents the potential equilibrium y* = (0.5, 0.5) under 𝑣 > 𝜇.

The expansion of 𝑁 also brings another change: the lower probability of

event (𝐶𝑎, 𝐷)|(𝑈𝑐). This results in different mean value of the fraction

of strategies between the case of 𝑁 = 100 and 𝑁 = 1000. Since the

mechanism behind this difference has been illustrated in Section 5.4.2, we

will not delve into it further here.

To summarize, when one rule enforcer monitors multiple pairs of players

in infinite markets, all the original conclusions still hold. In finite markets,

reducing 𝑀 and increasing 𝑁 have different influence. By reducing 𝑀 , as

long as it does not affect the mutation rate of rule enforcers, all the original

conclusions hold, otherwise y* becomes always reachable. Increasing 𝑁

can impede y* = (0.5, 0.5) and eventually lead to y* = (0, 1) when y* is

reachable; when y* is unreachable, increasing 𝑁 influence 𝐸(#𝑆𝑖/𝑁), but

does not alter the original conclusions regarding the influence of 𝑎 and 𝑣.
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