
Exam Statistics, Tinbergen Institute M.Phil.-course
21 December 2005

1. Let X = (X1, X2)
> be a vector of independent random variables that

both have a normal N(0, σ2) distribution (σ2 > 0). Let Y = (Y1, Y2)
>

with Y = AX, where A is the matrix

A =

(
a −1
b ab

)
,

for real numbers a and b (b 6= 0).

(a) Compute the covariance matrix of Y .

(b) What is the distribution of Y ?

(c) Show that Y1 and Y2 are independent random variables.

(d) Show that Y 2
1 and Y 2

2 are independent random variables.

(e) For certain real constants λ1 and λ2 put U = λ1Y
2
1 + λ2Y

2
2 . How

do we have to choose λ1 and λ2 such that U has a χ2
2-distribution?

(f) How to choose the constants λ1 and λ2 in the previous part such
that U has an exponential distribution with parameter 1?

2. We observe X1, . . . , Xn, independent random variables with a common
exponential distribution depending on a parameter θ > 0 with density

f(x|θ) =
1

θ
e−x/θ, x > 0.

(a) What is the probability density function of the random vector
(X1, . . . , Xn)?

(b) Suppose that we already know that U =
∑n−1

k=1 Xk has a Gamma
distribution with density

fn−1(u|θ) =
un−2

θn−1(n− 2)!
e−u/θ, u > 0.
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Show by computing the convolution integral that S =
∑n

k=1 Xk =
U + Xn has density

fn(s|θ) =
sn−1

θn(n− 1)!
e−s/θ, s > 0.

N.B.: Also S thus has a gamma distribution.

(c) Show that S/θ has density

fn(s|1) =
sn−1

(n− 1)!
e−s.

(d) Consider the hypotheses H0 : θ = θ0 and HA : θ = θ1, where
θ1 > θ0. Show that the Neyman-Pearson test rejects the null
hypothesis for ”large values” of S, S > c say.

(e) If α is the significance level of the test, show that c = θ0γα, where
γα satisfies

∫∞
γα

fn(s|1) ds = α.

(f) The power of this test in θA is π(θA) = P(S > θ0γα|θA). Compute
limn→∞ π(θA).

(g) Is the Neyman-Pearson test uniformly most powerful for testing
H0 against the alternative θ > θ0?

3. Consider the multivariate regression model Y = Xβ + e, where the de-
sign matrix X is of size n×p, and where the elements ei of the vector e
are independent random variables with E ei = 0 and Var ei = σ2. The
least squares estimator of β is given by β̂n = (X>X)

−1
X>Y.

(a) Suppose that one has an additional (row) vector of design variables
xn+1. The corresponding response variable Yn+1 is then predicted
by Ŷn+1|n = xn+1β̂n. Let εn+1|n = Ŷn+1|n − Yn+1 be the prediction

error. Why are Ŷn+1|n and Yn+1 independent?

(b) Compute the expectation E εn+1|n and the variance Var εn+1|n.

(c) If we also observe Yn+1 we can compute a new least squares esti-
mator β̂n+1 following the usual least squares procedure, but now
based on n + 1 observations. It turns out that the following re-
cursive relationship holds

β̂n+1 = β̂n +
1

1 + d
(X>X)

−1
x>n+1(Yn+1 − xn+1β̂n),
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where d = xn+1(X
>X)

−1
x>n+1. Using the estimator β̂n+1, we pre-

dict Yn+1 by Ŷn+1 = xn+1β̂n+1. Show that

Ŷn+1 =
1

1 + d
Ŷn+1|n +

d

1 + d
Yn+1.

(d) Let εn+1 be the associated prediction error, εn+1 = Ŷn+1 − Yn+1.
Compute E εn+1 and Var εn+1.

(e) Which of the two predictors Ŷn+1|n and Ŷn+1 would you prefer?

(f) Suppose that we also know that the ei are N(0, σ2) distributed
random variables with unknown σ2. Show that xn+1β̂n+1 has a
N(xn+1β, dσ2

1+d
) distribution.

(g) Let R =
∑n+1

i=1 (Yi − xiβ̂n+1)
2. It is known that R

σ2 has a χ2
n+1−p

distribution. Show that

T :=
xn+1(β̂n+1 − β)√

R
n+1−p

d
1+d

has a tn+1−p-distribution.

(h) Construct a (1− α)-confidence interval for xn+1β based on β̂n+1.
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